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Abstract— The usual method of health decision support system through regular database provides less efficient prediction. The 

analysis accuracy is reduced when the quality of medical data is incomplete. It is replaced by a health decision support system 

which uses big data and a framework called hadoop. The decision support system is used for implementing the healthcare with 

the help of Hadoop as it contains large amount of data. Hadoop is used to predict the disease based upon the symptoms. The 

patients are provided with the unique ID. The Patient’s Health Record (PHR’s) of the patient is stored in the public cloud and is 

encrypted by homomorphic encryption. When the PHR is needed, they are retrieved from the cloud by decrypting it with the 

key so, this results in providing the confidentiality to the data. This proposed system provides accurate information and is 

handy for doctors to diagnose the patients quickly. 
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I.  INTRODUCTION  

A health decision support system predicts the disease, from 

big data through decision making done by machine learning. 

Big data is the huge amount of data which is collected from 

the globally available database. When regular database is 

used for the prediction, it becomes quite challenging, because 

when size of the data increases, the computational and the 

processing time increases. This is the major disadvantage of 

the existing system [1]. Due to this disadvantage, the 

diseases are not predicted on time by the doctors and the 

patients’ health condition becomes even poorer. In order to 

overcome the challenge of processing time, this system is 

proposed to ensure that the diseases are predicted quickly on 

time by the doctors and this system is proved to be handier. 

The existing system [1] uses relational database for storing 

the set of symptoms. It predicted rare diseases using the list 

of symptoms in the normal database. Disease Prediction was 

also carried on through systems which included wearable 

devices like AMON (A wearable multipara meter medical 

Monitoring and alert system)[3]and LOBIN(E-Textile and 

Wireless-Sensor-Network Based Platform for Healthcare 

Monitoring in Future Hospital Environments) [5] which is a 

combination of both electronic textiles and WSN.AMON[3] 

is a wearable belt like device which was worn on wrist of the 

patient and the disease or the panic of the affected were 

predicted or sensed by using sensors and the information was 

sent to the MMC(On Line Medical Mission Control) through 

GSM link. In LOBIN [5] the system included wearable 

fabrics and the location subsystem which were connected to 

Wireless Sensor Network (WSN) and WSN contains a 

gateway which is linked to the management subsystem 

connected through the IP network. In system [5] diseases are 

predicted by the sensors which are attached along with the 

fabrics and sends the information to the management 

subsystem. Although the systems [3] and [5] are wearable 

and portable they face many challenges. Even if any one of 

the sensor or the component is damaged, the systems [3] and 

[5] may not work. With the disadvantages faced by the 

systems [1],[3] and [5] this new system is proposed by using 

big data and a framework called hadoop for efficient health 

monitoring. 

Section II contain the related work of the proposed system, 

Section III contain the some measures of this system, Section 

IV contain the architecture and essential steps of this 

proposed health monitoring system, section V explain the 

proposed methodology with flowchart, and section VIII 

concludes research work with future directions. 

II. RELATED WORKS 

Some of the related works for the health monitoring of the 

patients included: a system which analyzes the patients by 

using the physiological data [2], a system which included an 

alert mechanism [4] and a system which was monitoring 

patients continuously with personal care and proved to be 

energy-efficient [6].The health monitoring system [2] is 

based on anomaly detection and data mining. The system [2] 

included a flexible framework which had three phases. The 

first phase comprises of historical data that has both common 
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and uncommon data which is preprocessed and fed into the 

model building. The model building is the sub-block within 

the first phase of the framework. The model building has two 

components: Feature extraction and Risk component 

assessment. After model is built using feature extraction and 

risk component assessment the final data is used for final 

model which includes discrete risk levels. The second phase 

of the framework has three sub-phases: preprocessing, real-

time classification and global risk. In this second phase, the 

real time classification has three components such as feature 

extraction, risk component assessment and risk evaluation. 

The third phase included real-time sensor data which 

included measured value for rate of heart beat, percentage of 

mercury content in millimeters and percentage of spO2.Here 

[2] both the historical data and the sensor data are used for 

monitoring the health conditions of the patients and finally 

the results are given for the sensor monitored diseases 

graphically using the risk levels. The framework diagram [2] 

is shown above: It tells about the working of the health 

monitoring system which is proposed in [2]. Each of the 

blocks and the sub blocks are clearly seen in diagram [2](Fig 

1) 

 

Figure. 1 Framework Architecture 

In system [4] there are two scenarios for alert mechanism for 

monitoring the health services: Alert message transmission 

for not uploading physiological parameters on schedule and 

automatic notification of abnormal conditions. These two 

alert mechanisms were used to predict the people’s 

conditions having the frontend as a mobile phone and the 

back end as a database. In first scenario, the patient does not 

upload any information such as blood pressure or ECG data. 

The alert message is automatically sent to the patient as an 

emergency alert. The patient neither receives the alert nor 

replies to that alert, due to some condition. Then the health 

care center takes into account that the patient may be under 

some risk and goes to the location of that patient and 

provides some necessary services. In the second scenario, the 

Bluetooth in the mobile phone of the patient measures the 

parameters such as blood pressure which causes dizziness 

and headache to the patient. If the values measured are 

abnormal, then an alert message is sent to the local officials 

and they perform the treatment either professionally or by 

sending some ambulance. The diagrammatic representation 

[4] of both scenarios of is shown below Fig 2(a) and Fig 

2(b): 

 
Figure. 2(a) Alert message transmission diagram for not uploading 

physiological parameters on schedule 

 

 
Figure 2(b) Alert message transmission diagram for automatic notification 

of abnormal conditions 
 

In the energy-efficient system [6] ,the energy and the storage 

requirements of a health monitoring system such as heart 

rate, blood pressure, oxygen saturation, body temperature, 

blood glucose, accelerometer, ECG (electrocardiogram) and 

EEG (electroencephalogram) are quantified as the baseline of 

WBAN (Wireless Body Area Networks).The above 

mentioned eight parameters are used for the health 

monitoring in the system [6]. An accelerometer is placed in 

the wrist of the human body and a mobile phone is connected 

to the accelerometer through the Bluetooth. The 

measurements are sent to the hospital and the storage servers 

from the mobile phones via Bluetooth through the 

accelerometer. If the values are abnormal, then the necessary 

treatment is given to that patient by the doctors. Here even 

the energy consumption of the sensors are studied by the 

equation[6]: 
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Here,                   

Etotal is the total energy consumption of the sensors. 

Es is the sampling energy 

Et is the transmission energy 

Ec is the on-sensor computation 

Es was derived in [6] as shown in the given equations [6]: 

 

 

 
Transmission energy [Et] are derived by the equations[6] as: 

 

 
T send   is a fixed value and measured as 2.6 milliseconds for a 

single packet transmission. 

 T standby   depends on the transmission frequency (f t): 

 
These related works [2],[4] and [6] were proved to be more 

efficient and provided mobile services. But since they used 

sensors for implementing, they may face challenges if the 

sensors are damaged. In order to overcome that challenge, a 

non-sensor health monitoring system using hadoop 

framework and big data is proposed in this paper.            

III. METHODOLOGY 

The admin preprocesses the set of data (symptoms) and then 

clusters them under a particular disease. Finally uploads the 

data into the system. When the patients approach the doctor, 

the list of symptoms are input into the health monitoring 

system and the disease is predicted from the set of symptoms 

gathered under a particular disease more quickly. After the 

disease is predicted, the patient health record (PHR) is 

generated and it is encrypted and stored into the cloud, so 

that the information is confidential. The architecture diagram 

of the proposed system is shown in the fig 3. The system has 

six modules for implementation: 

 Analyzing big data 

 Introducing hadoop framework 

 Data preprocessing 

 Data clustering 

 Disease prediction 

 Encryption of data 

A. Analyzing big data 

The large data set is taken from various sources. The sources 

are from the globally available databases. There is an actor 

called admin in this health monitoring system. The admin 

only analyzes the big data and further proceeds with data 

preprocessing and data clustering and finally uploads the data 

into the health monitoring system. A sample data set [7] is 

shown below in table 1: 

 

 
Figure 3. System Architecture 

B. Introducing Hadoop Framework 

    Hadoop is a distributed framework, which is handled by 

two modules: HDFS (Hadoop Distributed File System) and 

Map Reduce. Hadoop Distributed File System will split the 

files into partitions and will store those split files distributed 

in the HBase(Hadoop Database).Here Hadoop is used since 

big data is processed quickly in short span of time. Map 

Reduce is a module in the hadoop framework architecture 

which reads each and every split files in the HDFS.The 

architecture of hadoop framework [8] is shown in the figure 

4. 

 

 

Table 1 Sample Dataset

  
Symptom name Disease name Co-occurs Tfidf_score Disease_id Symptom_id Doid_code Doid_name 

Aging, Premature Acquired 

Immunode 

3 10.39365447 D000163 D019588 DOID:635 Acquired 

Immunode 

Aging, Premature Breast 

Neoplasms 

1 3.46455149 D001943 D019588 DOID:1612 Breast Cancer 

Aging, Premature Colonic 

Neoplasms 

1 3.46455149 D003110 D019588 DOID:219 Colon Cancer 

Aging, Premature Skin Neoplasms 3 10.39365447 D012878 D019588 DOID:4159 Skin Cancer 
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Figure 4. Hadoop Framework 

C. Data Preprocessing 

Data preprocessing is a method where the unwanted data 

from the data set is removed. The raw data is preprocessed 

by the admin and they are sent for the clustering. The data 

preprocessing helps in making the data set more efficient, 

since only the necessary information are found in the data 

set after the preprocessing of data. The mechanism of data 

preprocessing is shown in the fig 5.  

 

 
 

Figure 5. Data Preprocessing  

 

D. Data Clustering 

After the data has been pre-processed, they are clustered 

under a particular disease. For the clustering mechanism, 

Naïve Bayes algorithm has been used. The Naïve Bayes 

equation for a set of symptoms Bi belonging to a particular 

class or disease A is given by the equation [9] as: 

 

The set of symptoms are clustered under a particular disease 

as shown in the above equation. The derivation [10] is given 

for clustering and classification using naïve Bayes as 

follows: The conditional probability is given as: 

 
Where, 

X=(x1,…,xn) representing some n features (independent 

variables),it assigns to this instance probabilities for each of 

K possible outcomes or classes Ck. 

 

The conditional probability of Naïve Bayes is given as,  

 
The numerator is equivalent to the joint probability model 

which is represented by using the conditional probability as 

using the chain rule as 

 

 

 
=……  

Thus the joint model can be represented as, 

 

 

 
This means that under the above independence assumptions, 

the conditional distribution over the class variable C is: 

 
Where the evidence is, 

 is a scaling factor depending 

on only x1,….,xn, that is a constant if the values of the 

variables are known. 

E. Disease Prediction 

After the data is preprocessed, clustered and classified, the 

diseases are predicted by the list of symptoms given by the 

patient to the doctor and finally the patient health record is 

generated. 

F. Encryption 

The PHR which is generated is encrypted using the 

homomorphic encryption.One of the main advantage of the 

homomorphic encryption is that the data can be encrypted 

without the secret key. The data is decrypted by the personal 

ID which is generated for a particular patient. Fig 6 shows 

how the data is encrypted: 

 

 
Figure 6. Encryption of patient’s details 
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IV. RESULTS AND DISCUSSION 

The implemented system generates the following output for 

monitoring the health of the patients. The application is in 

the form of a web page which is opened as shown in fig7.  

 
Figure 7. Application’s Webpage 

In this health monitoring system, an user can also register 

and use for monitoring his/her own health conditions by 

inputting their symptoms as shown in fig 8: 

 
Figure 8. User’s Registration Page 

After registering the user can login directly into their 

account as shown in fig 9. 

 
Figure 9. User’s Login Page 

 

Finally the user can search for the disease by inputting the 

symptoms as shown in fig 10. 

 

 
Figure 10. User’s Searching Page 

In this health monitoring system, the admin will add the 

doctors, through registration by login as shown in fig 11.  

 

 
Figure 11. Admin’s Login Page 

 

Admin adds doctor as shown in fig 12. 
Figure 12. Admin Adding Doctor 

 

  Admin inserts data as shown in fig 13. 
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Figure 13. Admin Inserting Data 

 

Now when the admin uploads the dataset, they are stored in 

the database as shown in fig 14. 

 

 
Figure 14. Storage of Dataset 

The doctors who are added logins to the health monitoring 

system. When the patients visit the hospital, the doctor 

enters the patient details and their symptoms and diseases as 

shown in fig 15. 

 

 
Figure. 15 Doctor Adding Patient 

 

A personal ID is generated for the patient and using the 

personal ID, the doctor can directly retrieve the PHR of the 

patient. 

 

 

 
Figure 16 Doctor’s Page for searching symptoms and Personal ID of the 

patients 

 

The PHR finally generated is encrypted and stored in the 

cloud and can be retrieved later using the personal ID as 

shown in fig 16, which is generated. This is the generated 

result using the health monitoring system and it predicts the 

disease more quickly within a short span of time, since 

hadoop framework is used for processing the big data. It 

overcomes the challenges faced by[1] which used 

SVM(Support Vector Machine) and relational database for 

storing the details. 

V. CONCLUSION AND FUTURE SCOPE 

There are many technologies arising worldwide for 

monitoring health and disease prediction. This implemented 

health decision support system using hadoop framework and 

big data is efficient in finding the results quickly, but still it 

is facing an issue that it can process big data only up to size 

of peta bytes of data. If the size exceeds, the system may 

face challenges. So let the system which is further 

implemented in future may have storage limitation of big 

data exceeding petabytes. 
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