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Abstract— Named Entity Recognition (NER) is a task of identifying named entities from text written in Natural Language. In 

this task, a string of text in the form of sentence or paragraph is accepted as input and relevant nouns like names of people, 

places, organizations etc. that are mentioned in that string are identified. This task belongs Information Extraction of the field 

of Natural Language Processing (NLP). Significant amount of work has been carried out on named entities recognition, but 

most of the researches have been done for resource-rich languages and domains. It is a challenging task for an informal text 

and code-mixed text which complicates the process with its unstructured and incomplete information. In this paper, we propose 

a method of extracting named entities from code-mixed data with different machine learning based algorithms using content 

and contextual features extracted from code-mixed data. 
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I. INTRODUCTION 

 

It has been seen that news and publishing houses are 

generating huge amount of online contents in regular basis. 

This huge amount of information needs to be managed 

correctly to get the most use of each article. Named Entity 

Extraction system can automatically extract the most useful 

information related to people, organizations, and places 

which are discussed in the text.  

 

Multilingual speakers often switch back and forth between 

languages when they speak or write and it involves code-

mixing from different languages. It has been seen that there 

are some complications in social media data itself. The 

shortness of micro-blogs makes them hard to interpret. 

Ambiguity is another major issue in code-mixed data. Micro-

texts exhibit much more language variation and tend to be 

less grammatical than longer posts. Extracting useful 

information like named entities is going to be one difficult 

task. In this work, we use machine learning based approach 

with some relevant features to extract named entities from 

code-mixed data. 

 

II. BACKGROUND AND RELATED WORK 

 

Bali et al [1]. performed analysis of data from Face-book 

posts generated by English-Hindi bilingual users. Analysis 

depicted that significant amount of code-mixing was present 

in the posts. Vyas et al. [1,2] formalized the problem, created 

a POS tag annotated Hindi-English code-mixed corpus and 

reported the challenges and problems in the Hindi-English 

code-mixed text. They also performed experiments on 

language identification, transliteration, normalization and 

POS tagging of the Dataset. Sharma et al. [3] addressed the 

problem of shallow parsing of Hindi-English code-mixed 

social media text and developed a system for Hindi-English 

code-mixed text that can identify the language of the words, 

normalize them to their standard forms, assign them their 

POS tag and segment into chunks.  

 

In Named Entity Recognition there has been significant 

research done so far in English and other resource rich 

languages Morwal et al. [4], but same cannot be said for 

code-mixed text due to lack of structured resources in this 

domain.  Significant work was carried out on bengali data 

and code-mixed data for named entity recognition by Ekbal 

et al [6,7]. One hybrid model for NER on Hindi-English and 

Tamil-English code-mixed dataset was proposed by 

Bhargava et al. [5]. Bhat et al [8]. proposed a neural network 

architecture for NER on Hindi-English code-mixed Dataset. 

Named Entity Recognition for Hindi-English Code-Mixed 

Social Media Text was also addressed by Singh et al [9]. In 

the work of Named Entity Recognition in Tweets [10], it has 

been seen that the performance of the existing named 

extraction systems is not so good. There is a need of Named 

Entity Extraction system which is tuned on Tweets dataset. 
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III. PROPOSED APPROACH 

 

Named entity extraction is one task which belongs to 

Information Extraction (IE) under NLP. We use machine 

learning approach by considering some useful features 

retrieved from code-mixed twitter dataset. For machine 

learning purpose we use Support Vector Machine, Decision 

Tree and K-Nearest Neighbour algorithm. All these 

algorithms are used for classifying data.  The steps of our 

proposed approach are given below. 

 

1. Collect raw text data from code-mixed twitter social 

media. 

2. Segment the dataset into sentences. 

3. Tokenize the sentences to find out tokens from the 

sentences. 

4. Extract some useful features from the tokenized 

sentences. 

5. Use machine learning algorithms to classify the tokens 

into predefined named entity types. 

6. Measure accuracy of the system as a performance 

measurement in terms of recall, precision and f-score. 

 

IV. FEATURES 

 

As our dataset contains mixed data, finding syntax features is 

difficult. Therefore, we used content and contextual features 

only to perform named entity extraction. The following 

features have been used in our experiment.  

 

 Word: This feature is defined as the current word in 

original form.  

 Word_lower :  The current word in lower-case form. 

For example, if the current word is “Played”, its actual 

feature value will be “played” 

 Word_1stUpper: Boolean feature. It is true if the first 

character of the current word is in upper-case. For 

example, if the current word is “Played”, then its feature 

value will be ‘True’ as the word starts with capital 

character. 

 Word_isAlpha: Boolean feature. It is true if the current 

word contains all alphabetic characters. 

 Word_isdigit : Boolean feature. It is true if the current 

word contains all numeric characters. 

 Word_isupper : Boolean feature. It is true if the current 

word is in upper-case. 

 Word_startsWith# : Boolean feature. It is true if the 

current word starts with ‘#’ character. 

 Word_startsWith@: Boolean feature. It is true if the 

current word starts with ‘@’ character. 

 Word-1: Previous word of the current word. 

 Word-1_1stUpper: Boolean feature. It is true if the first 

character of the previous word is in upper-case. 

 Word-1_isAlpha: Boolean feature. It is true if the 

previous word contains all alphabetic characters. 

 Word-1_isdigit: Boolean feature. It is true if the 

previous word contains all numeric characters. 

 Word-1_isupper:  Boolean feature. It is true if the 

previous word is in upper-case. 

 Word-1_lower:  Boolean feature. It is true if the 

previous word is in lower-case. 

 Word-1_startsWith#: Boolean feature. It is true if the 

previous word starts with ‘#’ character. 

 Word-1_startsWith@: Boolean feature. It is true if the 

previous word starts with ‘@’ character. 

 Word+1: Next word of the current word. 

 Word+1_1stUpper: Boolean feature. It is true if the first 

character of the next word is in upper-case. 

 Word+1_isAlpha: Boolean feature. It is true if the next 

word contains all alphabetic characters. 

 Word+1_isdigit: Boolean feature. It is true if the next 

word contains all numeric characters. 

 Word+1_isupper: Boolean feature. It is true if the next 

word is in upper-case. 

 Word+1_lower: Boolean feature. It is true if the next 

word is in lower-case. 

 Word+1_startsWith#: Boolean feature. It is true if the 

next word starts with ‘#’ character. 

 Word+1_startsWith@: Boolean feature. It is true if the 

next word starts with ‘@’ character 

 N-gram: Character level n-gram features consisting of 

sub-words of length equal to n number of characters. 

We use 1-gram, 2-gram and 3-gram features. 

 BOS: Boolean feature. It is true if the current word is 

the first word of the sentence. 

 EOS: Boolean feature. It is true if the current word is 

the last word of the sentence. 

 

V. DATASET AND EXPERIMENTAL RESULTS 

 

The dataset that we used in our experiment are from Hindi-

English code-mixed tweets on topics like politics, social 

events, sports, etc. from the Indian subcontinent perspective. 

The tags are labelled with ‘Person’, ‘Organization’, 

‘Location’ using the BIO standard. Statistics of dataset is 

given in Table-1. 

 

Table 1:  Dataset statistics 

Entity Type Count 

B-Per 2138 

Other 63499 

B-Org 1432 

I-Org 90 

B-Loc 762 

I-Loc 31 

I-Per 554 

Total 68506 

 

We perform machine learning approach using Support 

Vector Machine (SVM), K-Nearest Neighbour and Decision 
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Tree algorithms to extract named entities from code-mixed 

text data. The experimental results have been shown in 

Table-2, Table-3 and Table-4. 

 

 

Table 2:  Result by SVM 

Named_entity type precision recall f1-score 

B-Loc 0.68  0.65  0.67 

B-Org 0.69  0.59  0.63 

B-Per 0.75  0.63  0.69 

I-Loc 0.73  0.26  0.38 

I-Org 0.54  0.24  0.34 

I-Per 0.69  0.48  0.57 

Other 0.97  0.98  0.98 

 

 

Table 3: Result by K-Nearest Neighbour 

Named_entity type precision recall f1-score 

B-Loc 0.58  0.67  0.63 

B-Org 0.65  0.57  0.61 

B-Per 0.77  0.54  0.64 

I-Loc 0.57  0.26  0.36 

I-Org 0.39  0.08  0.13 

I-Per 0.61  0.35  0.45 

Other 0.97  0.98  0.98 

 

Table 4: Result by Decision Tree 

Named_entity type precision recall f1-score 

B-Loc 0.65  0.61  0.63 

B-Org 0.67  0.55  0.60 

B-Per 0.70  0.63  0.67 

I-Loc 0.30  0.26  0.28 

I-Org 0.23  0.11  0.15 

I-Per 0.63  0.43  0.51 

Other 0.97  0.98  0.98 

 

VI.     RESULT ANALYSIS AND COMPARISON 

 

We compare the results extracted by the three classifiers and 

find that the classifier generated by SVM algorithm is best 

for all types of entity labels (i.e. B-Loc, B-Org, B-Per, I-Loc, 

I-Org and I-Per). We also compare our experimental results 

with the existing named entity extraction system [9] which is 

implemented on the same dataset using CRF (Conditional 

Random Field) model and we find that our SVM based is 

better than the existing CRF-based models (based on f1-

score value) for all the entity labels B-Loc (+2%), B-Org 

(+19%), B-Per (+2%), I-Loc (+4%) and I-Per (+2%) except 

I-Org (-5%). 

 

 

VII. CONCLUSION 

 

In this experiment we have applied three machine learning 

algorithms like SVM, Decision Tree and K-Nearest 

Neighbour algorithms using content and contextual features 

and we find that SVM provides result better than other 

algorithms. In our future work we will try to use more 

efficient features and to use more machine learning 

algorithms to check whether performance of the system 

increases or not. In this work, we have not applied deep 

learning approach. In future we would like to use deep 

learning approach to extract named entities from code-mixed 

text data. 
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