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Abstract— Recommender systems (RS) are introduced to help users with finding the desired information. Collaborative 

filtering (CF) approach is one of the most widely used techniques in recommender systems. Prediction is the main part of all 

recommender systems. An enhanced prediction formula that could be employed in all CF-based methods is proposed in this 

paper. Resnick prediction formula that is the most well-known and employed formula in CF-based RS is used as basis in this 

paper. Not only the average of active user’s ratings, but also the collective average of similar users’ ratings and the average of 

all ratings given to the target item is used in the formula of this study. The results are promising and satisfactory. Results of 

enhanced prediction formula are compared with the results of unenhanced version to verify the effectiveness of proposed 

method. 
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I. INTRODUCTION  

The volume of information continues to grow at an 

astonishing rate that brought some problems beside its 

benefits. Information overload is one of its most famous 

disadvantages, which refers to the hardness of finding 

desired information among the large amount of information. 

Recommender systems (RS) are introduced to help users for 

dealing with this problem. RS assist users to make choice 

when they have not enough experience of alternatives [1]. 

RS are generally divided into two main categories: (1) 

collaborative filtering (CF) and (2) content-based filtering 

(CB) [2]. Collaborative filtering refers to the behavior when 

people collaborate to help each other perform filtering by 

recording their reactions to the items they have encountered 

[3]. CF methods employ an information filtering technique 

based on the user's history of purchases or evaluation of 

items [2]. On the other hand, CB methods recommend items 

based on their descriptions and users’ preferences [2]. 

Each technique normally has some problems when used 

alone. Hybrid RS is introduced to combine two or more 

recommendation techniques to obtain better qualities with 

fewer downsides [4]. Combining CF with CB is one of 

common hybrid models. 

Prediction is one of most important stages in all 

recommender systems. The most famous and widely used 

formula for CF-based recommender systems has introduced 

by Resnick et al. [5]. 

In the following sections we are describing how we 

enhanced this formula and will compare the results of 

normal Resnick formula to the enhanced one. We have 

measured the prediction accuracy using Mean Absolute 

Error (MAE) metric and the recommendation quality with 

Precision and Recall metrics which are described by 

Bobadilla et al. [6] in detail. These metrics are the most 

common measuring methods for comparing recommender 

systems by researchers. We have carried out our 

experiments on MovieLens dataset. 

II. RELATED WORKS 

Resnick et al. [5] introduced a prediction formula that uses 

the similarity of users and their ratings for predicting rating 

of a user to an item. O’Donovan et al. [6] introduced an 

addition that is employable to some prediction formulas. 

They have proposed three way of combining trust value 

with prediction formula: Trust-Based Weighting, Trust-

Based Filtering, and a combination of Trust-Based 

Weighting and Filtering. 

III. IMPORTANCE OF THE STUDY 

Since Resnick et al. [5] introduced their method of 

prediction, it has been used increasingly in research studies 

and real life projects. Making a small improvement on this 

method could cause significant improvement in 

recommender systems field. 
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Their formula uses the K most similar users to the target 

user for making a prediction. The main idea of this paper 

can be represented as a simple question. Why do we not use 

other information of these K most similar users? The next 

section explains how we benefit from the average of the K 

most similar users’ ratings besides their similarities.  

IV. PREDICTION FORMULA 

The well-known Resnick prediction formula is as follows: 
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Where 
i

uP  stands for the prediction about the rating of user 

u for the item i, and 
i

xr  represents the real rate which user x 

has given to the item i, and xr  indicates the average of all 

the ratings given by the user x. Function sim(u, x) calculates 

the similarity between user u and x which could be in the 

range of [-1, 1]. uK  denotes the top K most similar users to 

the user u. 

In this paper, we have modified the Resnick’s prediction 

formula by making use of two additions: (1) the average of 

all K similar users’ ratings average, and (2) the average of 

all users’ ratings to the target item (the overall opinion 

about it). 

As a result, our proposed prediction formula is as follows: 













u

u

Kx

Kx

x

i

x

i

u
xuSim

rrxuSim

p
),(

)(),(

  (2) 

Where 𝜆 can be computed as follows: 
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𝜆 denotes a combination of 
ir (the average of all the ratings 

given to the item i by all users), and 𝛾 (the collective 

average of the ratings given by the active user, u, and all 

his/her similar users). 𝛼 and 𝛽 are used to tune the impact of  

the average of all the ratings given to the item i and the 

average of all the similar users’ average, respectively. In 

other words, 𝛼 and 𝛽 determine how much obtained 

averages should be mixed together and how much each one 

should affect the prediction. Both 𝛼 and 𝛽 are values 

between 0 and 1. We have set 𝛼=0.25 and 𝛽=0.5 as a 

default value, however these values could be different based 

on the nature of the RS and the taste of users. 

V. RESULT & DISCUSSION 

Bobadilla et al. [7, 8] provided different evaluation metrics 

to measure quality of recommender systems results. We 

have employed some of the most common used metrics 

such as MAE, precision and recall to compare our proposed 

method with the unenhanced method. A portion of 

MovieLens dataset that is one of the most popular and 

widely used datasets by researchers is used in this research. 

This portion contains 20,000 ratings given by 459 users to 

1410 movies. Person Correlation and Cosine similarity 

measurements are used in our experiments. 

Figures 1, 2, and 3 compares quality of predictions using 

two different similarity methods. In the part (a) of these 

figures, the blue line entitled ‘COR’ refers to the 

unenhanced version of Resnick formula, and the red line 

entitled ‘COR2’ refers to our proposed method while 

Pearson Correlation is used as the similarity method. The 

same goes for the part (b), ‘COS’ and ‘COS2’ lines except 

for their similarity method which is Cosine similarity. 

Figure 1 shows the quality of prediction in terms of Mean 

Absolute Error (MAE). Figure 2 shows quality of 

predictions in terms of precision and Figure 3 shows quality 

of predictions in terms of recall. The top K most similar 

users in all experiments is varied from 50 to 600 in steps of 

50. The number of recommendations for measuring 

precision and recall is varied from 2 to 20 in steps of 2. 

Experimental results in all quality metrics show that the 

result of using Pearson similarity and Cosine similarity as 

the similarity method, have the same results. Beyond that, 

results show that the proposed modification on prediction 

formula increases the quality of prediction in comparison 

with basic Resnick’s prediction formula. Figures 2 and 3 

show that the measure of improvement that our proposed 

method gains in comparison with basic Resnick’s prediction 

formula is much more when we have lower number of 

recommendations, in other words, our experimental results 

indicate great improvement of proposed formula in the 

lower number of recommendations. 

The trust approach which is introduced by O’Donovan et al. 

[6] needs extra and heavy calculations on ratings matrix, 

while our method is just using a simple mean on user’s 

ratings. Moreover, our method is employable to their 

method as an extra enhancement, because they did not make 

use of similar users’ ratings average in the way we have 

used. 
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(a) MAE using Pearson correlation similarity                                                                     (b) MAE using Cosine similarity 

 

Figure 1. Experimental results of MAE with Pearson Correlation and Cosine similarity 

 

 
(a) Precision using Pearson correlation similarity                                                          (b) Precision using Cosine similarity 

 

Figure 2. Experimental results of precision using Pearson Correlation and Cosine similarity 

 

 
(a) Recall using Pearson correlation similarity                                                            (b) Recall using Cosine similarity 

 

Figure 3. Experimental results of recall using Pearson Correlation and Cosine similarity 
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VI. CONCLUSION  

A modification to the Resnick prediction formula that is 

employable to all CF-based recommender systems is 

proposed in this paper. Experimental results show that 

proposed modifications increase quality of predictions in 

comparison with basic Resnick prediction formula. We 

have much better quality in precision quality metric when 

we make lower number of recommendations. The proposed 

modification can be employed to every prediction formula 

that makes its predictions based on the average of the active 

user’s ratings. How much our proposed method will 

improve the qualities of a RS is depend on the nature of RS, 

its users’ ratings, and their taste. 
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