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Abstract— Machine learning is a field of artificial intelligence in which computers learn from experience. The field of 

machine learning is a famous research area in computer science. Machine learning applications are helpful in various 

domains of computer science, chemical sciences, spatial technology, bioinformatics, agriculture, digital forensics and more. 

Machine learning algorithms are useful in the fields of pattern recognition, pattern classification, text classification, SMS 

classification, computer vision, mobile learning and more. In the present work performance assessment of three machine 

learning algorithms namely logistic regression, random forest and naïve bayes with three feature selection methods viz. 

correlation based, Information based and gain ratio is conducted on a mobile device. The above-mentioned machine 

learning algorithms along with feature selection methods are assessed for the performance metrics of accuracy, precision, 

F- Measure, recall and Receiver Operating Characteristics. 
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I. INTRODUCTION 

 

The field of machine learning is a subfield of the field of 

artificial intelligence, in which machines are trained to 

imitate intelligent behavior of   human beings. In other 

words, machine learning is a field of programming 

computers to augment a performance criterion with 

example data or some past experience [1]. Machine 

learning algorithms use the principles of statistics in 

designing mathematical models for inference mechanism. 

There are numerous applications of machine learning viz. 

image recognition, traffic prediction, malware detection, 

speech recognition, self-driving cars, digital forensics, 

mobile user location identification, biometrics, product 

recommendations, spam email filtering, virtual personal 

assistant, detecting online fraud and much more. There are 

four types of machine learning namely supervised, 

unsupervised, semi supervised and reinforcement learning. 

We train the machines by means of some "labelled" 

dataset in supervised learning and based upon the training, 

the machine predicts the outcome. Here, the labelled data 

signifies that some of the inputs are already mapped to 

some specified output. In other words, first we train the 

machine with the particular input and its corresponding 

output, and then we ask the machine to forecast on the 

basis of some test dataset. Some popular supervised 

learning algorithms are logistic regression, decision tree, 

random forest, support vector machine, naïve bayes, k-

nearest neighbor and more. Supervised learning works 

with the labelled dataset so we can have an exact 

knowledge about the classes of objects. Supervised 

learning algorithms are helpful in predicting the output on 

the basis of some previous experience. But these 

algorithms are not able to solve complicated problems. 

Supervised learning algorithm may result in incorrect 

output if the test data is different from the training data. 

Lot of computational time is required to train the 

supervised learning algorithm. Some important 

applications of supervised learning are medical diagnosis, 

image segmentation, fraud and spam detection, speech 

recognition and more. 

 

Unsupervised learning is different from supervised 

learning as there is no need for supervision. In 

unsupervised machine learning, the machine is trained 

using the unlabeled dataset, and the machine forecasts the 

output without any supervision. The major focus of the 

unsupervised learning algorithm is to categorize or group 

the unsorted dataset according to the patterns, similarities 

and differences. Machines are instructed to determine the 

hidden patterns from the input dataset. Clustering and 

association are two types of unsupervised learning. As 

unsupervised algorithms work on the unlabeled dataset 

hence, they can be used to perform complicated tasks as 

compared to the supervised algorithms. Unsupervised 

algorithms are better for various tasks as receiving the 

unlabeled dataset is easier as compared to the labelled 

dataset. But output from an unsupervised algorithm may 

be less accurate as the dataset is not labelled, and the 

algorithms are not trained with the exact output 

previously. As unlabeled dataset does not exactly map 

with the output, hence working with unsupervised learning 

is harder as compared to supervised learning algorithm. 

The applications of unsupervised learning are in network 

analysis, anomaly detection, recommendation systems and 

in single value decomposition.  
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 In order to overcome the disadvantages of supervised 

learning and unsupervised learning algorithms, the 

concept of semi-supervised learning was presented. The 

major focus of semi-supervised learning is to efficiently 

use all the available data, rather than only labelled data as 

in case of supervised learning. Initially, comparable data 

is clustered using an unsupervised learning algorithm, and 

further, it assists to label the unlabeled data into a set of 

labelled data. Semi-supervised learning algorithms are 

relatively simple and easy to understand. These algorithms 

have good efficiency. These are used to solve the 

drawbacks of supervised and unsupervised learning 

algorithms. But these algorithms offer low accuracy as 

compared to supervised and unsupervised algorithms. 

Further, these algorithms cannot be applied on network-

level data.  

 

Reinforcement learning works on a feedback-based 

procedure, in which an AI agent (generally a software 

component) inevitably explores its surrounding by hit and 

trail, taking some action, learning from experiences, and 

thereby improving its performance. The agent receives 

reward for each good action and receives punishment for 

each bad action. Here the aim of reinforcement learning 

agent is to maximize the rewards. There are two types of 

reinforcement learning viz. positive reinforcement 

learning and negative reinforcement learning. 

Reinforcement learning helps in solving complex real-

world problems. It produces accurate results but this 

learning is not used for solving simple problems. 

Reinforcement learning methods employ usage of huge 

data and high computation. Some real-world applications 

of reinforcement learning include video games, resource 

management with deep reinforcement learning, robotics 

and text mining.   

 

 

II. REVIEW OF THE RELATED LITERATURE 

 

Machine learning algorithms were used in domains of 

Wireless Sensor Networks and Mobile Ad-hoc Networks, 

design of Multi-Hop Broadcast Protocols for VANET, 

eHealth systems and learning based on user-specific touch 

input model [11, 12, 13, 14]. Machine learning algorithms 

were employed to signify the behavior of children 

suffering with autism communicating through a humanoid 

robot [2]. A comparison was conducted amongst a 

dynamic model and a static model through hand-coded 

features in [2]. A significant accuracy (above 80%) was 

attained in forecasting child vocalizations. Also, the future 

directions for modeling the children behavior suffering 

from autism were recommended in [2]. Artificial Neural 

Network (ANN) and Bayesian learning were employed for 

modeling the response time of service-oriented systems in 

[3]. It was an important observation that Bayesian learning 

outperformed ANN but had reduced sensitivity to limited 

sized dataset [3]. Bayesian learning was recommended 

more appropriate for varying environments and require 

recurrent response-time model constructions. ANN was 

recommended for attaining faster model estimation time. 

ANN assisted in appropriate management routines which 

claim exhaustive response-time predictions [3]. Machine 

learning algorithms were also helpful in the predicting the 

condition numbers of sparse matrices [4]. Condition 

number of a matrix provides a vital measure in linear 

algebra and numerical analysis [4]. Support Vector 

Machine (SVM) and Modified K-Nearest Neighbor (KNN) 

algorithms were employed to approximate the condition 

number of a specified sparse matrix. The experimental 

results showed that modified KNN outperformed SVM on 

the selected data set. SVM, ANN, KNN were used for 

assessing the function points     of a software in [5]. The 

experiments conducted in [5] proved that ANN and SVM 

are efficient algorithms for predicting software function 

points. A framework for assessing machine learning based 

methods for call admission control was presented in [6]. A 

comparative performance investigation of two major 

machine learning algorithms namely ANN and Bayesian 

Network for QoS prediction was conducted in [6]. The size 

of training data set for ANN was relatively larger than 

Bayesian Network. A comparative performance 

examination of machine learning methods Decision tree, 

Flexible neural tree and Particle Swarm Optimization 

(PSO) for intrusion detection on network traffic was 

conducted in [7]. The experimental results revealed that 

Decision tree offered better accuracy as compared to the 

other methods. Random forest and lasso regularization 

algorithms were employed for predicting software 

anomalies in [8]. Machine learning algorithms are also 

fruitful in transportation. SVMs were employed for the 

short-term prediction of travelling time in [9]. A 

comparative investigation amongst ANN and SVM was 

conducted in [9]. It was observed that SVM performs 

better for the short-term prediction of travelling time. It 

was also observed that the effect of the amount of training 

data employed was more on ANN method than on the 

SVM method.  

 

 

III. MATERIALS AND METHODS 

 

The following feature selection methods and machine 

learning algorithms are used in the present work.  

 

a) Feature selection methods 

The main aim of any feature selection algorithm is to 

determine optimal set of features for classification. Feature 

extraction algorithms determine a novel set of     dimensions 

that are groupings of original dimensions. Correlation 

based Feature Selection employs heuristic for estimating 

the value or excellence of the feature subset. The method 

determines the subset of features which contain features 

that are highly correlated with the class but are not 

correlated with each other [10, 15]. There are many feature 

selection methods. Information gain is a vital feature 

selection method employed for ranking of features. It 

measures the strength of information gained during 

classification provided that the feature is considered. It 

measures the amount of impurity in a set. A common 

measure of recognizing impurity in a set is the entropy. 
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Information gain is evaluated by feature’s influence on 

overall reducing entropy [16,19]. Gain ratio feature 

selection method is somewhat comparable to information 

gain method. It approximates the gain in information for a 

classification related to entropy of a given feature. In other 

words, it estimates the merits of a feature by evaluating the 

gain ratio of that feature with the respective class. 

 

b) Machine learning algorithms 
Logistic regression is one of the most famous supervised 

machine learning algorithms. It is employed for predicting 

a dependent categorical variable using a set of independent 

variables. Hence, in this case the outcome must be a 

categorical or discrete value.  

 

Random forest is one of the most popular machine learning 

algorithms. It belongs to the category of supervised 

learning. It can be applied for classification as well as for 

regression problems in machine learning. It is based upon 

the principle of ensemble learning, which is a method of 

merging multiple decision tree algorithms to solve a 

complex problem. Generally, it contains a number of 

decision trees designed on different subsets for a given 

dataset. Instead of depending on a single decision tree, the 

random forest takes the prediction from every tree and 

based upon the majority votes of predictions, it predicts the 

final outcome. Naïve bayes is one of the simple and most 

famous machine learning algorithms. It assists in designing 

fast machine learning models that give quick predictions. It 

is a probabilistic classification algorithm. The algorithm 

predicts on the basis of the probability of an object. It 

works using Bayesian principle.  

 

 

IV. RESULTS AND DISCUSSIONS 

 

The performance of any machine learning algorithm is 

evaluated by some simple measures [17, 18]. In the present 

work the performance is assessed using the performance 

measures viz. classification accuracy, precision, recall and 

F-measure values. The experiments are conducted using 

10-fold cross validation. The dataset used in the present 

work is the crop disease dataset having features related to 

crop and symptoms of various diseases of crop. It is 

evident from the experiments conducted as shown in Fig. 

1 that logistic regression outperformed the other two 

algorithms. Random forest showed better performance 

than Naïve bayes. It is also clear from Fig. 2, the gain ratio 

feature selection method performed better than the other 

two feature selection methods. The correlation-based 

feature selection method performed better than the 

information gain feature selection method.  

 

 
Fig.1 Classification accuracy observations. 

 

It is clear from Fig. 2 that logistic regression outperforms 

random forest and naïve bayes for the chosen performance 

measures viz. precision, recall and F-measure values.  

 

 
Fig. 2 Performance measure micro averaged values 
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V. CONCLUSIONS 

 

The field of machine learning is a subfield of artificial 

intelligence. Machine learning is primarily concerned with 

the design of algorithms which permit a computer to learn 

from the data and previous experiences. In the present 

work the performance is assessed using the performance 

measures viz. classification accuracy, precision, recall, F-

measure, Mathew’s Correlation Coefficient (MCC) and 

Receiver’s Operating Characteristics (ROC) values. It is 

evident from the experiments conducted that logistic 

regression outperformed the other two algorithms. Random 

forest algorithm showed better performance than Naïve 

bayes algorithm. It is also clear from the experiments 

conducted that the gain ratio feature selection method 

performed better than the other two feature selection 

methods. The correlation-based feature selection method 

performed better than the information gain feature 

selection method. 
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