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Abstract — The advent of social media has changed the ways of human communication. It has brought people around the 

world closer to each other. Despite its innumerable benefits, social media is considered to be one of the harmful elements 

of society. Cyberbullying and online harassment are the most common negative effects of social media. Cyberbullying is a 

way of bullying someone with the use of technology and it can take place through many forms such as SMS, Apps, online 

gaming, social networking sites online forums, etc. The project aims at detecting cyberbullying content based on textual 

features. The system detects various language patterns often used by bullies. This is accomplished using machine learning. 
The proposed system uses voting classifier to classify the input text as „Bullying‟ or „Non-Bullying‟. It also compares the 

accuracies of various classifiers and introduces a framework of supervised machine learning to detect cyberbullying in 

textual data. It is observed that a voting classifier i.e. a combination of the Logistic Regression, Random Forest, Support 

Vector Machine, SGD classifier gives the highest accuracy and precision i.e. 74% and 77% respectively. This trained 

model is deployed on a webpage which makes the system user intuitive and user-friendly.  
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I.  INTRODUCTION  

 

Social networking websites play a key role in 

communication these days. It provides an easy and reliable 

way to connect with our friends, family and peers. The rise 

of the internet and usage of social media has led to the 
emergence of a new form of bullying that doesn‟t occur in 

the classroom, home or neighborhood, but takes place 

online and is carried out on the internet. This modern form 

of bullying is known as cyberbullying. It is the use of any 

form of technology like SMS, online chat groups, online 

gaming, social networking, etc, to intentionally threaten or 

domineer someone. Cyberbullying is widely increasing in 

India. According to the study, „Online Study and Internet 

Addiction‟, which released in 2020, 22.4% of people, aged 

between 13-18 years, who used social media for more than 

three hours a day, were at risk of being a victim of 

cyberbullying. Online harassment and cyberbullying have 
become a serious social threat in our society. To curb 

cyberbullying, we need to detect instances of 

cyberbullying by creating a speech model based on historic 

data available.  

 

The proposed system introduces a simple and user-friendly 

website to detect whether a post contains cyberbullying 

data or not. Machine learning is used to predict the label of 

a given text. The system uses supervised learning 

algorithms to predict the class label of the text i.e.  

„Bullying‟ or „Non-Bullying‟. In supervised learning, the 
data used to train the algorithm is already labeled with 

correct answers. Initially, various simple classifiers like 

SVM, Naïve Bayes algorithm, Random Forest classifier 

etc, are applied to the given dataset to predict the class 

labels of the text. Then, the accuracy of voting classifiers is 

checked for the given dataset. The voting classifier is a 

machine learning algorithm that trains on an ensemble of 

many models and predicts an output class based on the 

highest probability of chosen class as the output. It is 
observed that the voting classifier gives the highest 

accuracy in detecting cyberbullying.  

 

This paper also intends to identify the most informative 

features in texts containing cyberbullying. This is achieved 

by using the Bag of Words (BoW) concept along with the 

Naïve Bayes classifier.   

 

The rest of the paper is organized as follows, Section II 

contains the problem statement of the paper, Section III 

discusses the literature survey of cyberbullying detection, 

Section IV contains the data collection information, 
Section V contains the procedure followed for data 

preprocessing, Section VI explains steps followed in 

developing the models, Section VII describes the results 

obtained, Section VIII concludes the paper and Section IX 

describes its future scope. 

   

II. PROBLEM STATEMENT  

 

Cyberbullying is one of the major issues faced by our 

society today. Many people nowadays say things online 

which they wouldn‟t say to a person directly. The Internet 
provides a false sense of security to people, allowing them 

to feel as though they can say anything without any 

repercussions. Anonymity online gives users the ability to 
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say whatever they want without considering its 

consequences. Many individuals suffer psychological 

problems such as depression, sleeplessness, lowered self-

esteem and lack of motivation to live due to cyberbullying. 

The false world of the web makes it difficult to detect and 

stop cyberbullying. This project aims to detect 

cyberbullying in textual data using various supervised 
machine learning algorithms.  It also detects the most 

common features or words used in texts containing 

bullying. 

 

III. LITERATURE SURVEY 

 
Table 1: Literature Survey for cyber bullying detection using 
machine learning 

 
 

IV. DATA COLLECTION 

 

The datasets used are downloaded from Kaggle. Various 

datasets are combined to improve the accuracy of the 

model. The major part of the dataset contains tweets from 

the social networking site „Twitter‟. „Twitter‟ is an 

American microblogging and social networking service on 

which users post and interact with messages known as 

"tweets". The dataset consists of two attributes i.e. „Tweet‟ 

and „Text Label‟. The attribute „Text Label‟ takes two 

values i.e. „Bullying‟ and „Non-Bullying‟. Only 28% of the 

data is labeled as „Bullying‟. To improve the precision and 

accuracy of the model, another dataset consisting of bad or 

toxic words is combined with the previous dataset. The 

final dataset consists of 10,344 tweets. 33% of the tweets in 

the final dataset are labeled as „Bullying‟.  
 

 
Figure 1: Snippet of the final dataset 

 

V. DATA PREPROCESSING  

 
The data that was collected for solving the problem must be 

transformed into a format suitable for machine learning. We 

need to make sure that the data is free of inconsistencies 

and all the data points are presented using the same logic. 

This improves the model performance and the quality of 

received insights from the data.  

 

Textual data is a form of unstructured data. This could 

reduce the accuracy of the classification algorithms used. 

So, before applying machine learning algorithms to the 

textual data, we clean the text. The raw textual data is 
cleaned using the following steps: 

 

A. Removing Unwanted Characters  

Unwanted characters constitute of characters that might not 

be a part of a language. Data taken from HTML/XML 

sources may contain various unwanted characters like 

HTML tags, entities, and attributes. The unwanted textual 

data can be cleaned using regular expressions. 

 

B. Tokenization and Capitalization/ De-capitalization 

The process of breaking down a given sentence into words 

is called tokenization. The textual data must be completely 
capitalized or de-capitalized to avoid changes in the result 

due to different case types. 

 

C. Removing Stopwords  

The words used habitually in a language are known as 

stopwords. These words occur time and again in the texts, 

which makes them lose their semantic meaning. They are 

usually connecting words like „of‟, „are‟, „it‟, etc.  

 

D. Lemmatizing/ Stemming 

In any language, the „root‟ word is a part of the word that 
provides the basic meaning of the word. Stemming or 

lemmatizing is the process of converting the words into 

their „root‟ forms.  
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VI. DEVELOPING THE MODEL 

 

A. Approaches 

Bag of Words (BoW)  
To extract various features from textual data, the Bag of 

Words approach can be used for modelling the machine 

learning algorithm. The Bag of Words model is concerned 
with the vocabulary of the words used and their 

frequencies. This model doesn‟t focus on the structure or 

order of the words in a sentence. It focuses on the various 

words that occur in the textual data. It is based on the 

thought that similar documents contain similar content. 

First, all the unique words in the data are extracted. Using 

this list of words, document vectors are created. The words 

in each document are scored. Generally, if a word is present 

in the document, it is marked as 1. If it is absent, it is 

marked as 0. When a new input document is given, it is 

scored using the same process as above. This score is used 

to classify the data.  
 

In this project, this approach is followed to retrieve the most 

informative features in the dataset to detect cyberbullying. 

 

Count Vectorizer 
Count Vectorizer tokenizes the documents and builds a 

vocabulary of known words. Once a new document is 

given, it counts the frequency of the tokens that appear in 

the document.   

            

Example sentence: “The weather was wonderful today and I 
went outside to enjoy the beautiful and sunny weather.” 

You can tell from the output below that the words “the”, 

“weather”, “and “and” appeared twice while other words 

appeared once. That is what Count Vectorization 

accomplishes. This project follows the count vectorizer 

approach to predict the class labels of the new input text 

given.  

    

B. Algorithms 

The project compares the performances of various 

algorithms. The algorithms used are: 

 
Logistic regression (LR) uses a sigmoid function to predict 

the class labels of the given data. It performs classification 

based on the probability that a data point belongs to a 

particular class. The logistic regression classifier aims at 

maximizing the likelihood function of the model.  

 

Random Forests (RF): This classifier uses multiple 

decision trees that work together as an ensemble classifier. 

Each decision tree predicts a class label for the given input. 

The class label predicted by the majority of the decision 

trees is considered as the final result.  

 

Support Vector Machines (SVM): It uses a hyperplane in 

an N-dimensional space to classify the various data points. 

A kernel function is used to decide the shape of the 

hyperplane. Support vector machines can solve problems 

that can‟t be solved using linear boundaries.  

Stochastic Gradient Descent (SGD): It works by 

optimizing a specific objective function by using the 

iterative method. It is based on the Gradient Descent 

optimization technique which is a convex function.  

 

Naive Bayes: It is a classification algorithm based on the 

Bayes theorem. It is called “naïve” as it assumes that each 
feature of the dataset is conditionally independent of each 

other. This assumption is made to simplify the calculation 

of the probabilities.  

 

Decision Tree: A decision tree is one of the simplest yet 

powerful classification algorithms. Each internal node 

represents an attribute of the dataset, and the leaf nodes 

represent the final outcomes. 

 

AdaBoost: The Adaboost classifier is based on the boosting 

method. AdaBoost initially fits a classifier on the given 

dataset. Multiple copies of the same classifier are then fit on 
the same dataset to adjust the weights of incorrectly 

classified instances. 

 

Ensemble/ Voting Classifier: Ensemble learning combines 

various machine learning models to improve the final 

accuracy of the model. A vote is taken from the various 

classifiers used. 

 

C. Model Performance 

The machine learning model‟s performance is evaluated by 

the following measures i.e. confusion matrix, precision, 
recall, f1-score, support and accuracy. 

The performance of the various models tested is shown 

below: 

 

Logistic Regression 

  
Figure 2: Performance of Logistic Regression 

 

Random Forest Classifier 

 
Figure 3: Performance of Random Forest Classifier 
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Stochastic Gradient Descent Classifier 

 
Figure 4: Performance of SGD Classifier 

 

Naïve Bayes Classifier 

 

 
Figure 5: Performance of Naïve Bayes classifier 

 

Decision Tree 

 
Figure 6: Performance of Decision Tree Classifier 

 

AdaBoost Classifier 

 

 
Figure 7: Performance of Adaboost Classifier 

 

 

 

 

KNN 

 

 
Figure 8: Performance of KNN Classifier 

 

Voting Classifier 1 (Logistic Regression + Random 

Forest + Support Vector Machine) 

 

 
Figure 9: Performance of Voting Classifier 1 

 

Voting Classifier 2 (Logistic Regression + Random 

Forest + Support Vector Machine + SGD) 

 
Figure 10: Performance of Voting Classifier 2 

 

Voting Classifier 3 (Logistic Regression + Random 

Forest + SGD Classifier) 

 
Figure 11: Performance of Voting Classifier 3 
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Voting Classifier 4 (Logistic Regression + Decision Tree 

+ Support Vector Machine) 

 
Figure 12: Performance of Voting Classifier 4 

 

Voting Classifier 5 (Logistic Regression + Random 

Forest + Decision Tree + SVC) 

 
Figure 13: Performance of Voting Classifier 5 

 

Voting Classifier 6 (Logistic Regression + Random 

Forest + Decision Tree + SVC + SGD) 

 

 
Figure 14: Performance of Voting Classifier 6 

 

Voting Classifier 7(Logistic Regression + Random 

Forest + Decision Tree + SVC + SGD + AdaBoost 

Classifier) 

 

 
Figure 15: Performance of Voting Classifier 7 

 

Voting Classifier 8 (Logistic Regression + Random 

Forest + Decision Tree + SVC + SGD + AdaBoost + 

KNN) 

 
Figure 16: Performance of Voting Classifier 8 

 

D. Comparison of various models 

The following bar graph depicts the accuracy of the 

various models used. Most of the models give an accuracy 

between 65% - 75%. The SGD Algorithm gives the least 
accuracy. 

 

 
Figure 17: Bar Graph comparing the accuracies of the various 

classifiers. 

 
Table 2: Comparison of accuracies of various algorithms 

S.NO ALGORITHM ACCURACY 
BULLYING 

PRECISION 

1. 
Logistic 

Regression 
70% 54% 

2. Random Forest 73.7% 68% 

3. AdaBoost 71% 57% 

4. SGD Classifier 68.6% 50% 

5. KNN 55.3% 38% 

6. Decision Tree 63.8% 43% 

7. 
Multinomial 

Naïve Bayes 
67.7% 46% 
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8. 

Logistic 

Regression + 
Random Forest 

+ Support 

Vector Machine 

Classifier 

74% 76% 

 

9. 

Logistic 

Regression + 
Random Forest 

Classifier + 

SVC + SGD 

Classifier 

74% 77% 

10. 

Logistic 

Regression + 

Random Forest 

+ SGD 

Classifier 

71.1% 57% 

11. 

Logistic 

Regression + 

Decision Tree + 

SVM Classifier 

72.2% 64% 

12. 

Logistic 

Regression + 

Random Forest 

+ Decision Tree 

+ SVC 

Classifier 

73.6% 74% 

13. 

Logistic 

Regression + 

Random Forest 

+ Decision Tree 

+ SVC+ SGD 

Classifier 

73.3% 69% 

14. 

Logistic 

Regression + 

Random Forest 

+ Decision Tree 

+ SVC+ SGD + 
AdaBoost 

Classifier 

73.7% 74% 

15. 

Logistic 

Regression + 

Random Forest 

+ Decision Tree 

+ SVC+ SGD + 
AdaBoost + 

KNN Classifier 

72.4% 63% 

 

 

The Random Forest classifier, Ensemble 1 and Ensemble 2 

classifiers give the highest accuracy. Even though the 

accuracy of these three classifiers is similar, we select 

Ensemble 2 classifier since it gave a higher precision and 

F1 score. 

 

VII. RESULTS 

 

A. Predicting class labels for input text 

Since the voting classifier (ensemble classifier) 2 gives 
better results, it is deployed onto the webpage using Flask. 

This machine learning model is used to predict the label of 

any input text entered by the user. It gives an accuracy of 

74%.  

 

The user provides the input text in the textbox area. This 

new unlabelled data is then sent to the trained machine 

learning model. The model classifies the given text as 

„Bullying‟ or „Non-Bullying‟ and returns the result to the 

user. 

 

 
Figure 18: Front-end interface of the web app 

 

In the below figure, the user enters the text “Hi! How are 

you?? My name is Rashi”. To obtain the results, the user 

must click on the predict button. 
 

 Figure 19: User entering a new text as input in the web app 

 

 
Figure 20: Result interface for the text entered by the user 

 

 
Figure 21: Result shown for the input text “Fuck off!!” 



   International Journal of Computer Sciences and Engineering                                                       Vol.8, Issue.5, May 2020 

  © 2020, IJCSE All Rights Reserved                                                                                                                                 59 

The trained machine learning model doesn‟t differentiate 

between texts having different capitalization. This is 

shown in the result below. 

 

 
Figure 22: No change in result for various captilization of the 

same text 

 

The machine learning model can detect „Bullying‟ in cases 

such as „Racism‟ and „Political Hate Speech‟ as shown 

below. 

 

 
Figure 23: Bullying detected on a tweet containing racist remarks 

 

 
Figure 24: Bullying detected in a tweet containing political hate 

speech. 

 

 
Figure 25: Example of „Not Bullying‟ detected 

 

B. Obtaining the most informative features of the data 

Using the Bag of Words (BoW) approach and the Naïve 

Bayes classifier, we can obtain the most informative 

features in the dataset. In textual data, the features are the 

various words used. The most informative features 

represent the most common combinations of words that are 

used in a sentence that is labelled as „Bullying‟, „Toxic‟, or 

„Offensive‟. These sets of words are given below. 
 

The application of the naïve bayes algorithm on unigrams 

gives the single words/features that are the most abusive. 

These obtained features are shown below. 

 
Figure 25: The most important features obtained in Unigrams 

 

The application of the naïve bayes algorithm on Bi-grams 

gives a set of two words/ features that are the most 

abusive. These obtained features are shown below. 

 

 
Figure 26: The most important features obtained in Bi-grams 

 

The application of the naïve bayes algorithm on n-grams 

returns all possible combinations of words/ features that are 

the most abusive. These obtained features are shown 

below. 

 

 
Figure 27: The most important features obtained in N-grams 

 

VIII. CONCLUSION 
 

Due to the increase in the usage and popularity of social 

media, new ways of oppression have surfaced. Meaningful 

engagement has transformed into a detrimental avenue 

where individuals are often vulnerable targets to online 

ridiculing. Predictive models detect this cyberbullying in 

online content are imperative and this research proffered a 

prototype model for the same. 
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The proposed system uses the count vectorizer approach 

along with a voting classifier to detect cyberbullying in 

textual data. The voting classifier does a decent job by 

correctly classifying 74% of the texts while giving a 

precision of 77%.  

 

IX. FUTURE SCOPE 
 

The limitations of the model arise from the characteristics 

of real-time social data which are inherently “high-

dimensional”, “imbalanced or skewed”, “heterogeneous”, 

and “cross-lingual”. The growing use of micro-text 

(wordplay, creative spellings, slangs) and emblematic 

markers (punctuations and emoticons) further increase the 

complexity of real-time cyberbullying detection. In the 

future, these problems can be resolved. The project can also 

be extended to detect cyberbullying in other forms of media 

such as audio, images, videos. The developed model can 

also be added as an extension in web browsers such as 
Google Chrome.  
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