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Abstract - Transformer based self-supervised pre-trained models have transformed the concept of Transfer learning in 

Natural language processing (NLP) using Deep learning approach. Self-attention mechanism made transformers more 

popular in transfer learning across a broad range of NLP tasks. Among such tasks, Sentiment analysis helps to identify 

people's opinions towards a topic, product or service. In this project we analyse the performance of self-supervised models 

for Multi-class Sentiment analysis on a Non benchmarking dataset. We used BERT, RoBERTa, and ALBERT models for 

this study. These models are different in design but have the same objective of leveraging a huge amount of text data to 

build a general language understanding model. We fine-tuned these models on Sentiment analysis with a proposed 

architecture. We used f1-score and AUC (Area under ROC curve) score for evaluating model performance. We found the 

BERT model with proposed architecture performed well with the highest f1-score of 0.85 followed by RoBERTa (f1-

score=0.80), and ALBERT (f1-score=0.78). This analysis reveals that the BERT model with proposed architecture is best 

for multi-class sentiment on a Non-benchmarking dataset. 
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I.  INTRODUCTION 

 

Recent advances in Transfer learning have revolutionized 

the Deep learning methods in the domain of Natural 

language processing (NLP). Transfer learning gained 

popularity with the introduction of Transformers in 

Attention is All You Need [1]. A Transformer is a simple 

network architecture that connects the encoder and decoder 

through an attention mechanism [1]. Using Transformer 

architecture researchers have introduced BERT, 

RoBERTa, ALBERT, Transformer XL, and many more. 

We are using the state-of-the-art models based on the 

transformer technique for the Sentiment analysis task in 

this paper. 

 

Sentiment analysis is a sub-field of Natural language 

processing that tries to identify opinions from a given text. 

Opinions may be positive or Negative or Neutral. These 

opinions can be used to make key decisions in business. 

 

The aim of this project is to identify the best pre-trained 

model for Sentiment analysis on a given dataset. 

 

We are considering BERT, RoBERTa, and ALBERT for 

this study. 

 

BERT is a language representation model, which stands 

for Bidirectional Encoder Representations from 

Transformers. BERT is designed to pre-train deep 

bidirectional representations from unlabelled text by 

jointly conditioning on both left and right context in all 

layers. As a result, with just one additional output layer 

BERT can be fine-tuned on a wide range of NLP tasks to 

get the state-of-the-art results [2]. This model was 

introduced by Google.  

 

RoBERTa is a Robustly optimized BERT pre-training 

Approach. This replicates the BERT model by tweaking 

hyperparameters and increasing training data size. This 

model achieved state of the art results on GLUE, RACE 

and SQuAD [3]. This model was introduced by Facebook. 

 

ALBERT is A Light BERT model introduced by Google 

to overcome GPU/TPU memory limitations and longer 

training times. To address these issues, they have presented 

two parameter reduction techniques to reduce memory and 

increase the training speed [4]. 

 

In this study, all these models are used to investigate their 

performance on a Sentiment analysis task using   non-

benchmarking dataset. 

Rest of the article is divided into 4 sections. Section II 

contains related work on this topic. Section III contains 

information about dataset, model architecture and 

methodology. Section IV contains Results and discussion. 

At the end we provide our conclusions and future scope in 

Section V.   

    

II. RELATED WORK  

 

A concise overview on several large pre-trained language 

models provided with state-of-the-art results on benchmark 
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datasets through GLUE, RACE, and SQuAD [5]. A 

benchmark comparison of various deep learning 

architectures such as Convolutional Neural Networks 

(CNN), Long short-term memory (LSTM) recurrent neural 

networks and BERT with a Bi-LSTM for the sentiment 

analysis of drug reviews. Their work shows that the usage 

of BERT obtains the best results, but with a very high 

training time. On the other hand, CNN achieves acceptable 

results while requiring less training time [6]. 

Systematically compared four modern language models 

such as ULMFiT, ELMo with biLSTM, OpenAI GPT, and 

BERT across different dimensions including speed of 

pretraining and fine-tuning, perplexity, downstream 

classification benchmarks, and performance in limited pre 

training data on Thai Social Text Categorization. Results-

wise, BERT is the most suitable model for text 

classification with respect to accuracy and achieved state-

of-the-art results on their benchmarking downstream tasks 

[7]. 

 

Stress test evaluation of Transformer based models 

(RoBERTa, XLNet, and BERT) in Natural Language 

Inference (NLI) and Question Answering (QA) tasks with 

adversarial-examples to know if they are robust or if they 

have the same flaws as their predecessors. Their study 

revealed that RoBERTa, XLNet, and BERT are more 

robust than RNN models to stress tests for both NLI and 

QA tasks [8]. 

 

Sentence Level Sentiment Analysis from News Articles 

and Blogs using Machine Learning Techniques using SVM 

and Naïve Bayes [9]. Sentiment Analysis on Twitter Data 

using a Hybrid Approach [10]. 

 

We found no research work on comparison of Transformer 

based pre-trained models through RoBERTa, ALBERT, 

and BERT for Multi class Sentiment analysis on Non 

bench marking dataset. This motivated us to conduct this 

study to evaluate the performance of Transfer based pre-

trained models (BERT, RoBERTa, and ALBERT) for 

Multi class Sentiment analysis on Corona tweets dataset. 

 

III. METHODOLOGY 

 

This section gives a brief explanation about the model 

architecture and dataset used in this task.  

 

We used Covid19 tweets dataset, publicly available on 

Kaggle. The train dataset contains 41157 tweets and test 

dataset contains 3798 tweets. There are 5 classes in the 

sentiment variable such as Extremely Negative (0), 

Extremely Positive (1), Negative (2), Neutral (3), and 

Positive (4). 

 

We used the Pytorch framework for building deep learning 

models with the help of Hugging face transformers. 

 

BERT 

It is a bidirectional transformer, meaning that it uses both 

left and right contexts in all layers as in Figure 1. This is 

possible by masking some tokens in the sequence and 

predict them as an output. 

 

E1, E2 …. EN    is an input sequence passed into the 

transformers. 

 

Trm - Transformer block 

 

T1, T2, …...Tn is an output embedding from Transformer. 

  

BERT input representation is the sum of 3 parts as in 

Figure 2. 

 

1. Token embeddings: This contains token ids for each 

word in a sequence. It also contains two special tokens 

[CLS] at the start of the sequence and [SEP] at the end of 

the sequence. 

 

2. Segment embeddings: This represents the segment or 

sentence embeddings. Each segment has its own 

embeddings separated by [SEP].  

 

3. Position embeddings: This represents the position of the 

token in the sequence. 

 

In practice, input embeddings also contain input/attention 

masks used to differentiate between actual tokens and 

padded tokens. 

 

 
Figure 1. BERT Architecture [2] 

 

Figure 2. BERT Input Representation 

 

To achieve better performance and accuracy, we have 

proposed a method for BERT as shown in Figure 3. We 
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fine-tuned the BERT model on pre-processed tweets data 

using a dropout layer, a hidden layer, a fully connected 

layer and a SoftMax layer for classification on top of 

BERT embeddings. We have considered BERT-base 

uncased pre-trained model for this task, which has 12 

layers, 768 hidden size, 110 M parameters. 

 

RoBERTa 

RoBERTa is an optimized BERT model. It uses a dynamic 

mask strategy where it generates a masking pattern every 

time it feeds a sequence to the model, but this is not the 

case in BERT, wherein masking was performed once 

during data pre-processing, resulting in a single static 

mask. 

 

For this task, we proposed a method to fine tune the model 

on preprocessed tweets data using a dropout layer, a 

hidden layer, a fully connected layer and a SoftMax layer 

on top of RoBERTa embeddings as shown in Figure 4. We 

have chosen the distil RoBERTa -base pre-trained model 

for this task, which has 6 layers, 768 hidden size,12 heads, 

82 M parameters. 

 

 
Figure 3. Proposed Method for BERT 

 

 
Figure 4. Proposed Method for RoBERTa 

ALBERT 

It is a light version of BERT. We have fine-tuned this 

model with proposed method on preprocessed tweets data 

using a dropout, a fully connected layer and finally a 

SoftMax on top of ALBERT embeddings which is shown 

in Figure 5. We have selected albert-base-v2 pre-trained 

model for this task, which has 12 layers, 768 hidden size, 

11 M parameters. 

 

All these models were run on Tesla T4 and Tesla P100 up 

to 5 epochs. 

 

Input representations for all models (BERT, RoBERTa, 

and ALBERT) are the same which is shown in Figure 2. 

 

 
Figure 5. Proposed Method for ALBERT 

 

IV. RESULTS AND DISCUSSION 

 

Table 1 shows the Sentiment analysis results for all models 

and corresponding hyperparameters. 

 

We have kept a constant learning rate (lr) of 2e-5 and 

sentiment length (Sent len) of 120 for all models by 

varying batch size and drop out. 

 
Table 1. Comparison between Models 

Model f1-Score lr Dropout Batch Sent 

len 

BERT 0.85 2e-5 0.35 8 120 

RoBERTa 0.80 2e-5 0.32 32 120 

ALBERT 0.78 2e-5 0.35 8 120 

 

BERT 

We got the best results for BERT at batch size of 8 and 

drop out of 0.35. Figure 6 and Figure 7 shows the 

Precision-Recall curve and ROC (Receiver operating 

characteristic) curve respectively. 
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In this task, multiple classes are binarized to two 

subclasses (0 and 1) for each class to plot precision-recall 

curve and ROC curve. 

 

The Figure 6 shows that class 4 (Positive) has low f1-score 

and class 0 (Extremely Negative) has high f1-score. This 

means that class 1 classifies well with low 

misclassification error compared to all other classes. 

 

 
Figure 6. Precision-Recall Curve for BERT 

 

 
Figure 7. ROC Curve for BERT 

 

Figure 7 shows that class 0 (Extremely Negative) has high 

AUC compared to all other models. 

 

These results show that BERT is having difficulty in 

classifying class 2 and 4 correctly.  

 

RoBERTa 

We achieved best results at batch size of 32 and drop out 

of 0.32. Figure 8 and Figure 9 shows the Precision-Recall 

curve and ROC curve respectively.  

  

Figure 8 shows that class 3 (Neutral) has high precision 

and low recall (low f1-score) and class 0 (Extremely 

Negative) has high precision and high recall (high f1-

score). This means that class 0 classifies well with low 

misclassification error among all classes. 

 

Figure 9 (ROC curve) shows that the RoBERTa model 

generalizes well for class 0 compared to all classes.  

 

RoBERTa model also has difficulty in classifying class 2 

and 4 correctly. 

 
Figure 8. Precision-Recall Curve for RoBERTa 

 

 
Figure 9. ROC Curve for RoBERTa 

 

ALBERT 

We got good model performance at batch size of 8 and 

drop out of 0.32. 

 

 
Figure 10. Precision-Recall Curve for ALBERT 

 

For the ALBERT model, class 3 has the highest f1-score 

and class 4 has lowest f1-score which is shown in Figure 

10.             

 

Figure 11 shows that the class 3(Neutral) has the highest 

AUC compared to all classes. 

        

Even the ALBERT model is not able to classify class 2 and 

4 correctly. 
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Figure 11. Recall Curve for ALBERT 

 

V. CONCLUSION AND FUTURE SCOPE  

In this paper, we have fine-tuned Transformer based pre-

trained models through BERT, RoBERTa, and ALBERT 

with proposed method for Multiclass Sentiment analysis 

task on Covid19 tweets dataset. We obtained the best 

results for BERT with a high training time (batch size=8). 

RoBERTa model achieves acceptable results with less 

training time (batch size=32). We got reasonable results for 

ALBERT with high training time (batch size=8). From the 

accuracy point of view the BERT model is the best for 

Multiclass Sentiment classification on our dataset 

following the RoBERTa and ALBERT model. If speed is 

the main consideration, we recommend using RoBERTa 

due to its speed of pretraining and fine-tuning with 

acceptable results. Surprisingly all models had difficulty in 

classifying class 2 (Negative) and 4 (Positive) correctly. 

This study was conducted at specific batch size and drop 

out for 5 epochs. So, model performance may be different 

beyond 5 epochs and for different batch size and drop out. 

This work can be carried out in future to investigate how 

these models perform for different batch sizes and drop out 

values. In future these models can be fine-tuned to enhance 

their performance. This work would help to choose the 

best pre-trained models for Sentiment analysis based on 

accuracy and speed. 
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