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Abstract—In the current years, speech recognition has emerged as an important research area. To carry out further research on automatic speech recognition, a comprehensive review of existing work in this domain stands useful and constructive for the researchers. This paper has presented a recent literature review on speech recognition considering various existing speech corpora, speech features and different models or classifiers used in speech recognition. Different speech databases have been compared in terms of the number of speakers, type of speakers such as native or acted, age and gender of speakers and speech recording environment. Various techniques for speech signal acquisition and pre-processing of the speech signals are also addressed in this work.
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NOMENCLATURE


I. INTRODUCTION

The primary and most efficient media for communication among human is natural languages in the form of the speech signal. Communication between a system and human being require the technological development on natural speech recognition. The main function of an ASR is to translate an audio signal or voice, produced by a human into its corresponding textual version. The purpose of developing an ASRS is to build a robust system to accept any speech signal uttered by the human as an input and recognize it with complete accuracy. Researchers have been kept trying to increase the ability of a machine to understand speech signals, produced by the human. The process was started in the year 1952 by introducing a technique for digit recognition. Nowadays ASRS has been used in various fields such as virtual reality, multimedia searches, natural language understandings, fighter aircraft, helicopters, automatic translation, home automation, telephony, hands-free computing, etc.

1. Types of ASR system: Based on the various parameters, ASRS can be classified into the following categories—

1.1 Speech: Based on the type of utterances an ASR system has been classified into four different categories:

   - isolated word: This type of ASRS is designed to recognize human voice with single utterances.
   - Connected word recognition system: Similar to the isolated word recognizer except that it can process multiple utterances with least amount of pause among the words.
   - Continuous word recognition system: This type of recognizer accepts naturally spoken sentences uttered by a human.
   - Spontaneous speech recognition system: This type of recognition system can accept and recognize spontaneous speech such as incomplete sentences, utterances with a laugh,
coughing etc. Spontaneous speech is very difficult to acquire as well as recognize.

1.2 Vocabulary size: Depending on the volume of the speech database, the ASR system is classified into three different categories, such as — small vocabulary containing less than or equal to 100 numbers of utterances, medium vocabulary with more than 100 and less than or equal to 500 numbers of utterances and large vocabulary with of more than 500 numbers of utterances.

1.3 Speaker: On the basis of the known and unknown speakers, ASRS can be categorized as speaker dependent and speaker independent.

Speaker dependent: This type of ASR system can recognize only the pre-processed speech data, uttered by selected speakers.

Speaker independent: This type of speech recognizer can recognize speeches uttered by any speaker of a specific language. Thus, this type of recognition system provides flexibility to recognize the utterances made by unknown speakers of a particular language. Training is not required for the new unknown speakers.

Rest of the paper is organized as follows - Section II contains the introduction of the components of an ASR system with a block diagram. Section III presents a comparative study between ASR system and Human being. The Section IV concludes the research work with future directions.

II. COMPONENTS OF AN ASRS

ASR systems can be divided into two main parts – Pre-processing and Post processing. Pre-processing includes the speech signal acquisition, framing, windowing, features extractions, and training. Post-processing phase includes the classification of unknown speech signals using a suitable algorithm to generate the respective output. ASR systems can be depicted as shown in Fig.1.

---

**Fig 1 : Speech Recognition Process**

---

It consists of five different modules such as
- Speech signal acquisition
- Pre-processing
- Feature extraction
- Acoustic Modelling
- Recognition

A. Speech signal acquisition

Speech signals are recorded during this phase of the ASR system. A transducer such as a microphone or a telephone is usually used to record the speech uttered by speakers who are told to sit in front of the microphone at a distance of 10-12 cm in a normal environment without noise or in a noisy environment. In general, a sampling rate from 8 KHz to 16 KHz with the mono channel is used during recording the speech. Different speech factors have to be considered during recording of speech signals, such as recording environment, whether it is noisy or quiet enough, robustness of speech, speakers - age, gender, emotion, and health condition and type i.e. native/actor, size of the vocabulary, repetition of the utterances by different speakers, number of languages. TIMIT is a speech corpus used in many experiments [1], [2], [3] of the ASR system. Recent years, videos have also been recorded along with the speech to develop speech corpus. In [4], an audio visual corpus has been proposed with 34,000 utterances of six-word sentences in the English language. Speech, as well as video, has been collected from 34 different speakers including 18 numbers of males and 16 numbers of females of age between 18-49 years and of 1,000 utterances each. Some existing robust-noise databases are - a corpus BEN_ASR001 in Bengali language has been developed through recording telephonic conversations of 1,000 different speakers in a low background noise, a large vocabulary speech corpus EN1_ASR001 with 117,900 utterances recorded in a mixed environment from 50 numbers of speakers, MAC_ASR001 has been developed in Mandarin language with 200,000 utterances from 2,000 different speakers of age between 16-60 years. The recordings of those speech corpora have been done from mobile telephonic conversations. A real-world large vocabulary with 21,535 utterances has been used in [5] for continuous and spontaneous speech recognition. In this work, mobile users are allowed to do their required web search or their daily business through voice. This database consists of speech with background noise, music, hesitation, accent, sloppy pronunciation, repetition, and different audio channels. In [6], T1-NIST database has been proposed with 28,383 digits for digit recognition. Another database has been designed with 75,000 utterances, considering 5 different isolated words and being collected from different telephone customers [7]. In 2013, a speech dataset has been designed by U. Bhattacharjee [8], collecting 30,000 utterances from 27 males and 23 females for 30 different phonemes available in Assamese language. In the research work [9] around 75,000 isolated utterances had been collected from speakers to build
the dataset, where 7,980 random isolated utterances are digitized and used for testing. In [7], the authors have been proposed a dataset of thirty-nine (39) isolated words, including English alphabets, three specific English words, and ten numbers of single digits. A medium size dataset was used in AT&T Bell Lab [10], with one hundred twenty-nine (129) words. In [11], authors have been proposed a dataset of spontaneous utterances recorded from mobile phone conversations across the US. Authors allowed the speakers to carried out their daily dealings and web browsing from their mobile phones using voice in a normal environment i.e. with different types of noise such as side speech, background music etc. in the surroundings.

**B. Pre-processing**

During speech signal acquisition lots of errors may occur, unwanted voice i.e. noise, voiceless signals may be recorded. Presence of unwanted signals in speech may decrease the recognition performance of the ASR system. To remove all unwanted signals from the speech dataset, researchers have to go through a set of processes known as the pre-processing phase which involves analog-to-digital conversion, end-point or boundary detection, filtering and windowing. Unvoiced signals/Silence parts can be removed manually through some software such as “PRAAT”, "COOL EDIT PRO", etc. or by programmatically. The voice activity detection process used to detect the unvoiced, voiced or silent voice from a speech signal is known as ZCR. The ZCR may perform a significant role for end-point detection in the speech signal. To remove unwanted noise from the recorded signals, different types of filters are used. Some of the mostly used speech signals filters are FIR, IIR, Wiener filtering etc. To reduce the noise from the recorded speech signal, some of the past research works [12], [13], [14], [15], and [16] were applied spectral subtraction, Kalman filtering, and Wiener filtering. A filtering technique VTLN has been used to minimize the effect of variations in vocal-tract lengths among different speakers to improve the robustness of the system [16], [17], [18], [19], [20], [21], [22]. Noise adaptive training strategies and model adaptation techniques have also been investigated in [23], [24], [25], [26], [27]. At the end of this stage, the windowed version of each speech signal is found for extracting the required speech features.

**C. Feature extraction**

Features extraction is a method of extorting the features representing the acoustical information of the speech signal. Recognition performance of ASR system depends on speech features. Two types of features are widely addressed in literature namely temporal and spectral features which are computed in the time domain and frequency domain respectively. Different types of spectral analysis techniques are –

- Cepstral Analysis – It gives a very efficient technique to detach the excitation from the vocal tract shape.

In ASRS, Cepstral analysis has been used to detect pitch value and formant frequency from the speech signal.

- Mel-frequency Cepstral Coefficients - MFCC has been proposed as a speech feature by Davis and Mermelstein in the year of 1980. It has been widely used in ASRS [1] ,[28], [29]. The number, location, and shape of the filters and the way of warping the power spectrum may affect the effectiveness of MFCC [30]. The computational steps of MFCC include - discrete Fourier transformation of the windowed speech segment to obtain the short-term power spectrum. This short-term power spectrum is warped into Mel-frequency such that it can percept the human ear functions, employing Mel filter bank algorithm and the inverse of DFT.

- LPC – LPC is a popular practice for investigating speech features. Comparatively slow and unreliable linear filters outputs are considered as more appropriate input samples for LPC, particularly if the filter is excited by irregular and concise pulses. The linear combinations of input and previous output samples can be used to get a better evaluation of the output sequence. The shape of the vocal-tract and speech formant can be estimated to analyse speech signal through LPC and the estimated vocal-tract parameter can be used in synthesizing of a speech signal.

- Linear Discriminant analysis - LDA and principal component analysis are applied [31] for optimizing the transformations and decrease the number of feature dimensions. The linear discriminant analysis technique can be used in a better way when the internal class frequencies are unequal and the performance of the inner class frequency depends on some randomly generated data.

**D. Modeling**

The primary element of an ASRS is the Acoustic model. The efficiency of the system solely depends on this model. Some of the modelling approaches used in ASR systems are –

i. The Acoustic Phonetic Approach – In speech recognition, the acoustic-phonetic approaches are used by the researchers for more than 40 years. In 1967, Hemdal and Hughes proposed the first acoustic-phonetic approach which addresses the presence of phonemes in natural languages. Acoustic properties of phonetic units are highly variable.

ii. Pattern Recognition approach – The two main parts of this approaches are - training with the pre-processed speech samples and matching the pattern of the testing dataset with the training data. Extracted features from each of the speech signal can be represented in terms of some pattern or templates. Each individual pattern represents a voice i.e. may be a sound or a word. During the recognition of speech signals, the pattern of the testing dataset is compared with the pattern of the training dataset.

iii. Knowledge Base Approaches – This type of approaches are used expertise knowledge. The variation observed in different utterances or speech signals are hand coded and feed into the knowledge base of an expert system.
iv. Statistical Based Approaches – Here, on the basis of speech features, speech signals are modeled using some standard statistical model like HMM and GMM.

In ASR system, different modeling techniques are presented in literature as classifier such as – HMM [7], [10], [16], ANN [32], [33], SVM [38], DNN [35] and some other Hybrid models such as ANN-HMM [36], [37], [38], DNN-HMM [1], [11], [39], [40], [41], [42], [69], [70], GMM-ANN [43], CD- KNN-RNN [44], GMM-HMM [45], [46], [47] etc.

- **HMM –** It is a statistical based approach. The HMM model can be characterized by five parameters - N, M, A, B and µ, where N represents the total number of states, M denotes the number of individual observations for each state, A denotes the state transition, B denotes the probability distribution for the observation variable and µ represents the initial state of the distribution. The performance of the HMM model for a noisy environment is well enough to some extent because the HMM model treats each of the speech signals individually. Based on the probability of sound transition from one state to another, the HMM model may guess the sound entity, even if it lost due to noise. The main disadvantage of this model is that the assumptions for the loss entity are considered on the basis of priori modeling and which may lead the model to be inaccurate and handicap the system performance. A sequence of time series data can be statistically modeled using a popular statistical tool HMM. In [16], HMM has been used to recognize speaker independent isolated word with the accuracy rate 98.5%. [7] to recognize English alphabets and digits from zero to nine with accuracy rate 100%, [10] to recognize 129 airlines vocabularies, etc. It has been observed that the efficiency of the HMM model can be improved through the addition of energy [48].

- Support vector machine – SVM is a powerful classification tool. SVM is applied for both speeches as well as speaker recognition. SVM has been used to classify robust speech signals and to verify unknown speakers. It has been observed that the combination of SVM with the statistical model GMM can increase the accuracy rate of classification or verification. It can be used to classify unknown data with a better performance in comparison to the other models. So SVM has been widely used in recognition of anonymous speaker and robust speech.

- DNN-HMM hybrid model – In recent years, DNN-HMM, a hybrid classification model has been proposed for phone recognition [39] [40] [49]. In [11], a context-dependent model has been proposed to recognize speech from a large vocabulary speech dataset using pre-trained DNN-HMM hybrid architecture with an accuracy rate of 68.2%. In the research articles [1] [41] [42] has been proposed a DNN-HMM based hybrid architecture. Here the analyzed speech features of unknown utterances has been used as the input for the DNN architecture and the output of this unit used as the input for the HMM architecture.

- **ANN-HMM hybrid model –** In this hybrid architecture, the output unit of the ANN is considered as the input for the HMM model [11]. From 1980 to the mid of 1990, the hybrid model ANN-HMM technique has been used as a classifier to increase the recognition rate in a large vocabulary speech recognition. It has been observed that the research work [36], [37], [38], [50] used the hybrid structure as a classifier to recognize speech. It has been observed that in [51], [52], [53], [54], [55], [56], [57] used ANN-HMM architecture to recognize speech signal.

- **GMM-HMM hybrid model –** GMM-HMM architecture has been used to recognize speech signals [45] [46] [47]. The output of a neural network is used as the input of the hybrid architecture to improve the recognition rate. A neural network has been trained on large vocabulary speech corpora consists of approximately more than 1000 hours of data.

- **Dynamic Time Warping –** It is a technique to measure similarities between two time-varying sequences.

To recognize isolated letters uttered by 100 speakers, in 1988, a time delay neural network has been proposed as a classifier and reported with 7.8% character error rate [58], KNN-RNN based classifier has been used in [44] to compare the detection efficiency of vowels in Assamese language using the acoustic-phonetic feature. Recognition rate has been reported as 84.3% and 87% for RNN and KNN based algorithms respectively. To recognize vowel phonemes of Assamese language, ANN based algorithm [32] and RNN based algorithm [59] has been used to carry out the experiments. In [60], the recognition rate for fricative sound in Assamese speech has been reported 96% using RNN. An ANN based classifier was used in [33] to recognize the digits of Assamese language extracted through an Adaptive pre-emphasis filter.

### III. COMPARISON OF THE PERFORMANCE BETWEEN ASR SYSTEM AND HUMAN

In recent years, the recognition accuracy of ASR has been increased significantly. However, the question arises here is that what will be the ultimate goal in case of the accuracy of ASR systems with efficient time complexity. Therefore, several studies have been done to compare the machine recognition performance with human recognition performance to derive the value of the performance difference. The performance of an ASR system is usually measured in terms of only recognition of utterances of different types of words, whereas speech uttered by a human can be measured by another human in terms of various factors such as facial expressions, body language, mode etc. The accuracy rate of an ASRS in terms of human listener and machine has been compared at several levels such as - words, phoneme, articulatory features, noisy speech, degraded speech etc. [61-68].
IV. CONCLUSION AND FUTURE SCOPE

Speech recognition is a very challenging research domain in the field of machine learning, due to the presence of different natural languages with different regional accent among people across the globe. If we consider only the North-eastern region of India then it has been observed that this part has 39 local languages among different tribes. Moreover, the same community people have the different accent depending on the region within the state. The accuracy of the ASR system is the most challenging issue for researchers. In this paper, we have presented the basic overview of the ASR system along with the speech corpus, speech features and classification techniques behind the systems addressed in various languages and the performance evaluation of the system. In the future, we will try to carry out research work on the Assamese language, an Indo-Aryan language which is spoken especially in Assam and Arunachal Pradesh of North-east India.
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