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Abstract—Hadoop Distributed File System (HDFS) is highly a fault-tolerant distributed file system associated with Hadoop 

framework. HDFS can handle a large amount of data known as big data. HDFS deals with data archival as well. Data archiving 

is a phenomenon which finds inactive data and moves it into a separate storage premise. Cloud-based storage facilitates it cost-

effectively while Hadoop clusters provide the computational power required. However, protecting archived data is the main 

concern of the data owner point of view. Erasure Coding (EC) is a method which has the mechanism to regain lost data as well. 

Of late aHDFS was developed to have special data archival features with EC. The problem with it is that it needs similar the 

computational cost for data of different sizes. Towards this end, we proposed a methodology to overcome this problem. A 

model application has built to exhibit evidence of the idea. The empirical results revealed that the methodology presented 

improves the computational efficiency in rendering data archival services.  
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I.  INTRODUCTION 

  

Hadoop is one of the widely used fault-tolerant distributed 

programming frameworks. It supports the new model of 

programming known as MapReduce. It has both Map and 

Reduce tasks for handling voluminous data. Moreover, the 

Hadoop ecosystem includes cloud computing and data 

centers so as to utilize a large number of commodity 

computers. HDFS is associated with the Hadoop framework. 

It takes care of distributed storage features and all computers 

involved in the parallel processing of MapReduce jobs can 

gain access to information in HDFS. Both input and output 

data needs to be stored in HDFS. HDFS needs to have 

mechanisms to optimize storage and processing. Towards 

this end, it can have features to identify data replicas and the 

data that is not used for a long time. Such data is eligible for 

archiving. Before diving into an archival system and the 

issues associated with it is good to see the architecture of 

Hadoop and HDFS [1].  

The Figure 1 shows that the storage process is associated 

with both data and metadata. Name node and data nodes play 

a vital role in HDFS functionality. Data nodes take care of 

storing actual data in the form of blocks. The client program 

can perform both read and write operation on the data nodes. 

 

 

The file system is distributed across thousands of commodity 

computers associated with Hadoop clusters. In this context,  

the problem addressed in the paper is related to data archival 

system with EC. 

 

 
Figure 1. Overview of Hadoop Distributed File System 

 

Many researchers contributed the work related to archival 

systems are explored in [1].  In this paper, we proposed a 

methodology for an effective data archival system that can 

work well to protect data besides reducing computational 

complexity. The aHDFS causes overhead as it needs same 

computational cost irrespective of the size of data. To 

overcome this problem, by proposing a technique and also to 

ensure that the computational cost is further reduced. The 

contributions are as follows. 
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1. A new EC-based approach for data archival to protect 

archived big data. It considers size-aware processing in 

dealing with data archival process and data retrieval to 

optimize computational cost.  

2. To handle data archival process a Data size-Aware 

Erasure Coding (DAEC) algorithm is used that 

maintains the efficiency of the archival system in terms 

of speed and the reduction of computational complexity.  

3. To exhibit evidence of the idea a model application has 

build. The experimental results revealed that the 

projected mechanism has utility in archival process and 

protection of archived storage.  

The rest of the paper is organized as follows. Segment II 

provides the review of literature related to EC and it usage in 

distributed programming frameworks. Segment III presents 

the proposed methodology. Segment IV presents the 

implementation and experimental results while segment V 

closes the paper and provides bearings for future work.  

 

II. RELATED WORK  

 

This section provides review of literature on Hadoop and its 

variants and related to archival with distributed programming 

frameworks. Hadoop Distributed File System (HDFS) and its 

architectural elements that play vital role in distributed 

computing are explored in [1]. An email-system with 

tracking of related messages with automatic linking is 

studied in [2]. For security of data in [3], erasure codes with 

files stored in cloud is focused in [4]. Big data analytics in 

the distributed environment is studied in [5], while the 

research in [6] focused on an archival system and efficient 

query using Hadoop. An archival system with the concept of 

deep storage is investigated in [7]. In case of large archival 

systems, the concept of disk scrubbing is explored in [8]. 

Analyzing Hadoop workloads, optimizations and 

implications are the main focus on [9] while polynomial 

codes for security and the efficiency of quantcast file system 

are studied in [10] and [11] respectively.  

The concept of pipelined encoding process to 

improve archival system is explored in [12]. A novel system 

for archival storage [13], novel erasure codes concept [14], a 

data placement scheme in distributed environment for data-

intensive applications [15], decentralized erasure coding for 

efficient data archival system [16], erasure coding with parity 

logging in cluster storage environment [17], the utility of 

Software Defined Network (SDN) to decouple data and 

control planes in distributed environments, and graph based 

optimizations in Hadoop framework for improving functions 

like Swappiness and Hugepage [18] are other important 

contributions found in the literature.  

Data encryption and security dynamics with HDFS 

of Hadoop are studied in [19]. MapReduce programming 

paradigm with entity resolution based on parallel progressive 

approach is investigated in [20]. The work which is closer to 

that of this paper is in [21] where a variant of Hadoop DFS 

known as aHDFS is designed with erasure codes for efficient 

archival system. From the literature it is understood that the 

reconstruction process when data blocks are lost is crucial for 

the archival system. In this paper a framework with 

underlying algorithm was proposed to achieve this.  

 

III. PROPOSED METHODOLOGY 

 

The proposed work is to cope up the block failure issues on 

Hadoop clusters through the reconstructive system. It is 

planned to apply the Hadoop based data archival strategies, 

namely aHDFS-Grouping and aHDFS-Pipeline Schemes on 

the reconstructive system to accelerate the process of 

reconstruction. The methodology to achieve the DAEC 

system is to make use of Hadoop, one of the distributed 

programming frameworks, for parallel processing of the data 

archiving process. It has two phases for demonstrating the 

process of archival and also the process of recovering data 

from block failures. When certain blocks fail in storing data, 

such data can be reconstructed by utilizing erasure codes. An 

algorithm is known as Parallel Archival and Block Failure 

Recovery (PABFR) algorithm is defined. 

 

Algorithm: Parallel Archival and Block Failure Recovery 

(PABFR) 

Inputs: Files to be archived F={f1, f2, ..., fn}, set of failed 

blocks B={b1, b2, ..., bn}, set of surviving blocks S{s1, s2, 

..., sn} 

Output: Efficient archival and block failure recovery  

1 Initialize  

Parallel Archival Process 

2 For each file f in F 

3    Divide file into K blocks 

4    Organize K blocks into K key/value pairs 

5 End For 

6 For each key/value pair in K key/value pairs 

7    Assign key/value pair to a mapper (commodity 

computer) 

8    Generate RS code 

9 End For 

Grouping for Reducing Number of Keys 

10 For each k in K 

11    Group similar content into one key/value pair 

12    Add k to K’ 

13 End For 

14 Reduce all key/value pairs into final archival blocks 

15 Store them in cloud server with corresponding parity 

values as a reconstruction matrix  

Block Failure Recovery 

16 Divide B into the set of key/value pairs  

17 Assign them to mappers 

18 Mapper computes data from reconstruction matrix and 

survival matrix 

19 Reducers produce the final output 

20 The recovered blocks are saved to the server 
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Algorithm 1. Parallel Archival and Block Failure Recovery 

 

The algorithm is, a DAEC based algorithm deals with 

enhancing the performance of Hadoop further to handle 

archival system with block failure recovery phase. The 

workflow of the MapReduce framework can be compared 

with the flow given in Figure 1. It shows how a word count 

MapReduce application works. Similarly, the proposed 

algorithm makes use of Map and Reduce phases for 

achieving parallel archival and block failure recovery with 

erasure codes using RS approach. 

  

 
Figure 2. Workflow of MapReduce WordCount benchmark 

 

It is obvious that there are numerous stages engaged with 

MapReduce programming paradigm as plotted in Figure 2. 

The functionalities of the system are legitimately divided 

into the following modules. They are known as RS Coding 

Module, Mapper Module, Reducer Module and Block 

Recovery Module.  

RS Coding Module: This module is responsible to convert 

data blocks into corresponding erasure codes using Reed –

Solomon codes. The erasure codes are used to reconstruct 

data in case of block failure. This module precisely generates 

reconstruction matrix to the data that has been archived. 

Mapper Module: It is capable to generate intermediate 

output while performing archival process or block failure 

recovery process. It acts on key/value pairs of intended 

purpose.  

Reducer Module: It is capable to generate final output while 

performing archival process or block failure recovery 

process. It acts on key/value pairs with an intended purpose 

while generating the final output. 

Block Failure Recovery Module: This module performs 

recovery of failed blocks. It makes use of survival, archived 

blocks and reconstruction matrix in order to generate data for 

failed blocks.  

With the proposed implementation, the system is capable of 

producing failed blocks using erasure codes. Since it makes 

use of grouping process, it reduces computational cost as it 

needs less number of commodity computers in the 

distributed environment. It provides the guarantee of data 

recovery pertaining to archive data. It can avoid data 

replication that needs more infrastructures with respect to 

hardware and storage.  

 

IV. EXPERIMENTAL RESULTS 

 

Experiments are made with a Cloudera environment where 

Hadoop implementation is provided. The performance of the 

DAEC system is compared with that of the existing system 

with different file sizes by observing the execution time.  
Table 1. Shows execution times of Map phase 

File 

Size 

Execution Time (seconds) of Map Phase 

Baseline 
aHDFS- 

Grouping 

aHDFS- 

Pipeline 

DAEC- 

Grouping 

DAEC- 

Pipeline 

640M 5 17 19 18 17 

1280M 5 19 19 18 17 

2560M 6 20 20 19 18 

5120M 7 20 20 19 18 

10G 8 20 20 19 18 

20G 10 19 19 18 17 

 

The file sizes and execution times of Map phase for all 

approaches are mentioned in Table 1.  

        Figure 3. Shows the performance comparison in Map phase 

 

The Map phase performance of the DAEC system is plotted 

in Figure 3 is better than that of existing methods. 

 
Table 2. Shows execution times of Shuffle phase 

File 

Size 

Execution Time (seconds) of Shuffle Phase 

Baseline 
aHDFS- 

Grouping 

DAEC- 

Grouping 

DAEC- 

Pipeline 

640M 5 10 8 7 

1280M 10 20 18 17 

2560M 30 20 18 17 

5120M 60 20 18 17 

10G 90 20 18 17 

20G 200 40 35 30 

 

The file sizes and execution times of Shuffle phase for all 

approaches are mentioned in Table 2.  
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Figure 4. Shows the performance comparison in Shuffle phase 

 

The performance of the DAEC system is plotted in Figure 4, 

is better than that of existing methods.  

 
Table 3: Shows execution times of Reduce phase 

File 

Size 

Execution Time (seconds) of Reduce Phase 

Baseline 
aHDFS- 

Grouping 

DAEC- 

Grouping 

DAEC- 

Pipeline 

640M 8 10 9 8 

1280M 9 12 11 10 

2560M 18 8 7 6 

5120M 25 7 6 5 

10G 35 15 14 13 

20G 65 10 9 8 

The file sizes and execution times of Reduce phase for all 

approaches are mentioned in Table 3.  

 
Figure 5. Shows the performance comparison in Reduce phase 

 

 The results of the DAEC system are plotted in Figure 5, is 

compared and the performance of the DAEC system is better 

than that of the existing methods.  

 
Table 4: Shows total execution times of all phases 

File 

Size 

Total Execution Time (seconds) of All Phases 

Baseline 

aHDFS- 

Groupin

g 

aHDFS- 

Pipeline 

DAEC- 

Groupin

g 

DAEC- 

Pipeline 

640M 30 40 40 35 30 

1280M 35 40 40 35 30 

2560M 50 35 40 35 30 

5120M 95 45 40 35 30 

10G 150 60 55 50 45 

20G 300 70 65 60 55 

 

 

The file size and the total execution time of all phases 

mentioned in Table 4.  

 
Figure 6. Shows the performance comparison in all phases 

The performance of the DAEC system is plotted in Figure 6, 

is better than that of existing methods.  

 
Table 5. Shows execution times of Map phase for reconstruction 

File Size 

Execution Time (seconds) of 

Map Phase for Reconstruction 

Baselin

e 

DAEC- 

Grouping 
DAEC- Pipeline 

640M 5 18 17 

1280M 5 18 17 

2560M 6 19 18 

5120M 7 19 18 

10G 8 19 18 

20G 10 18 17 

The observations regarding file size and execution time of 

Map phase of all approaches are recorded in Table 5 while 

performing reconstruction using the DAEC system.  

 
Figure 7. Shows performance comparison in Map phase 

The performance of the DAEC system is plotted in Figure 7, 

and is better while performing the reconstruction. 
Table 6: Shows execution times of Shuffle phase for reconstruction 

File 

Size 

Execution Time (seconds) of 

Shuffle Phase for Reconstruction 

Baseline DAEC-Grouping 
DAEC-

Pipeline 

640M 5 8 7 

1280M 10 18 17 

2560M 30 18 17 

5120M 60 18 17 

10G 90 18 17 

20G 200 35 30 

 

The file size and execution time of Shuffle phase of all 

approaches are mentioned in Table 6. The observations are 

recorded while performing reconstruction using the DAEC 

system.  
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Figure 8. Shows the performance comparison in Shuffle phase 

The times taken for execution of Shuffle phase of the DAEC 

system is plotted in Figure 8.The results are compared and 

the performance is better than that of existing methods while 

performing the reconstruction.  

 
Table 7: Shows execution times of Reduce phase for reconstruction 

File 

Size 

Execution Time (seconds) of 

Reduce Phase for Reconstruction 

Baselin

e 
DAEC-Grouping DAEC-Pipeline 

640M 8 9 8 

1280M 9 11 10 

2560M 18 7 6 

5120M 25 6 5 

10G 35 14 13 

20G 65 9 8 

The observations of all phases are recorded as shown in 

Table 7 while performing reconstruction using the DAEC 

system. 

  

 
Figure 9. Shows the performance comparison in Reduce phase 

The performance of the DAEC system is better than that of 

existing methods while performing the reconstruction is 

plotted in Figure 9.  

The file size and total execution time of all phases for 

approaches are mentioned in Table 8.The observations are 

recorded while performing reconstruction using the DAEC 

system.  
Table 8. Shows execution times of Reduce phase for reconstruction 

File Size 

Total Execution Time (seconds) of 

All Phases for Reconstruction 

Baseline 
DAEC-

Grouping 
DAEC-Pipeline 

640M 30 35 30 

1280M 35 35 30 

2560M 50 35 30 

5120M 95 35 30 

10G 150 50 45 

20G 300 60 55 

 

Figure 10. Shows the performance comparison in all phases 

 

The results plotted in Figure 10, are compared and the 

performance of the DAEC system is better while performing 

reconstruction.  

 

V. CONCLUSION and Future Scope  
 

In this paper, we planned a methodology to have 

improvements in aHDFS which is native Hadoop’s extension 

in terms of performance in archival system. Archival systems 

help in preserving data and help in using data as ready 

reference. Grouping and pipelining strategies are 

implemented in MapReduce paradigm in order to improve its 

performance in all phases. Moreover, an algorithm is defined 

to handle the reconstruction of blocks. The algorithm is 

named as Parallel Archival and Block Failure Recovery 

(PABFR). It takes files to be archived, set of failed blocks and 

set of the surviving blocks. Then it performs efficient archival 

and exhibits block recovery failure. A model application is 

designed to demonstrate proof of the idea. The pragmatic 

results revealed that the projected framework is able to 

improve the performance in all phases and in the process of 

reconstruction as well. As a future scope, another framework 

for architectural decision modelling can be build to improve 

Hadoop’s performance further.  
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