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Abstract— Due to big data and progress in biomedical and healthcare communities, accurate study of medical data benefits 

early disease recognition, patient care and community services. When the quality of medical data is incomplete, the 

exactness of study is reduced. In the proposed system, our system can take either text or image input symptoms from the 

user and based on the analysis of the symptoms it displays a result. It provides machine learning algorithms for effective 

prediction of various disease occurrences in disease-frequent societies. It experiment the altered estimate models over real-

life hospital data collected. To overcome the difficulty of incomplete data, it uses a latent factor model to rebuild the missing 

data. It experiments on various diseases that occur in human being. Using structured and unstructured data from hospital, 

Random Forest algorithm is used for classification of text datasets. SSD (Single Shot Multi Box Detector) algorithm is used 

for image processing to analyse various diseases in human being. 
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I.  INTRODUCTION  

 

At present, when one suffers from particular disease, then 

the person has to visit a doctor which is time consuming 

and costly too. Also if the user is out of reach of doctor and 

hospitals; it may be difficult for the user as the disease can 

not be identified. So, if the above process can be 

completed using an automated program, it can save time as 

well as money, it could be easier for the patient which can 

make the process easier. Disease Predictor is a web based 

application that predicts the disease of the user with respect 

to the symptoms given by the user. Disease Prediction 

system has data sets collected from different health related 

sites. With the help of Disease Predictor the user will be 

able to know the probability of the disease with the given 

symptoms. As the use of internet is growing every day, 

people are always curious to know different new things. 

People always try to refer to the internet if any problem 

arises. People have access to internet than hospitals and 

doctors. People do not have immediate option when they 

suffer with particular disease. So, this system can be 

helpful to the people as they have access to internet 24 

hours. In this system it has been introduced a text based 

and an image based disease prediction system. Since it 

uses big data concepts which make a huge progress in 

biomedical and healthcare communities, accurate study of 

medical data, benefits early disease recognition, patient 

care and community services. It provides machine learning 

algorithms for effective prediction of various disease 

occurrences in disease-frequent societies.  

 

II. RELATED WORK  
 

The proposed system predict diseases based on symptoms 

of the patient. Here k-Nearest Neighbour and Convolution 

Neural Network algorithms are used. In this, the living 

habits of the person and the check up information is used 

for predicting disease[1]. This study proposes the 

development of Convolution Neural Network (CNN) for 

an automatic detection system using various deep learning 

methods for echocardiography.SSD and R-CNN is used. 
The findings of this study suggested that SSD is suitable 

for echocardiography as it delivers a good correspondence 

between prediction, speed and accuracy[2]. Using a fuzzy 

k-NN algorithm with an artificial immune system 

diagnosed breast cancerImproves accuracy of k-NN in 

diagnosing breast cancer by applying genetic algorithm 

that determines best components for the k-NN 

algorithmImplementing GA with k-NN resulted in 3% 

accuracy.Accuracy of the classifier will be calculated using 

bootstrap sampling method. Major disadvantage is that 

classification process is quite time consuming[3].CNN-

MDRP(Multimodal Disease Risk Prediction) algorithm 

based prediction is more accurate than previous system 

using CNN-UDRP(Unimodel Disease Risk 

Prediction).This technique overcomes the difficulties 

existed in the previous system such as incomplete and 

missing data.Here data mining technique is used for 

disease prediction.[4].This system uses c45 rules and 

partial tree technique to predict heart disease.Discovered 

set of rules to predict the risk levels of patients based on 

given parameter about health condition.Accuracy in testing 

phase and training phase are 86.3% and 87.3% [5].System 

extract color features of human nail and stored in RGB 

form, focuses on image recognition on the basis of human 

nail color analysis.Color of nail matched using a matcher 

algorithm.Accuracy : 65% results are correctly matched 

[6].Clinical data describing the phenotypes and treatment 

of patients represents an underused data source that has 
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much greater research potential than is currently realized. 

Mining of electronic health records (EHRs) has the 

potential for establishing new patient-stratification 

principles and for revealing unknown disease correlations. 

Integrating EHR data with genetic data will also give a 

finer understanding of genotype-phenotype relationships. 

However, a broad range of ethical, legal and technical 

reasons currently hinder the systematic deposition of these 

data in EHRs and their mining. Here, we consider the 

potential for furthering medical research and clinical care 

using EHR data and the challenges that must be overcome 

before this is a reality [7]. 

 

III. METHODOLOGY 

 

A. PROPOSED SYSTEM 

Now days we see that people are facing various diseases 

due to many factors in our environment as well as due to 

our living habits. So the prediction of disease at earlier 

stage is an important task. In order to solve those problems 

in existing systems we introduce this proposed system 

which helps them in self analysis and self-awareness from 

all these diseases at the earlier stage itself. It helps them to 

take wanted remedies as earlier. As per the recent 

applications that are available in the market, the prediction 

rate is very low for various machine learning algorithms. 

The big data came into the picture where the database that 

we have is huge and the same data will be fed inside the 

software in order to get a very good prediction. Here in this 

paper, the prediction of the disease is completely on the 

datasets that is given by the hospital. We will be using big 

data and also a bit of machine learning algorithm in order 

to predict the disease. The advantage of cloud can be used 

for storing huge amount of data. We expect a prediction 

rate above 90%. In our proposed system we take image and 

text as input from the users and fed it to our system. We 

train our system using the datasets downloaded from the 

Kaggle. Kaggle allows users to find and publish data sets, 

explore and build models in a web-based data-science 

environment. Using CNN (Convolution Neural Network) 

algorithm the training process of text data and image data 

is done automatically in cloud. The input and model is 

loaded to the tensor flow memory. 

 

B. SYSTEM ARCHITECTURE 

 
Figure 1: System Architecture 

The system architecture includes five steps which are 

1. Collect hospital data sample/download the sample from 

kaggle. Data samples must consists of different kinds of 

diseases 

2. Training of datasets: Here 70% of data samples of text 

and images datasets are taken for training. Text data 

samples are trained using classifier algorithm it is done 

by creating a model. Image data samples are trained by 

creating a modal called InceptionV3model which is done 

in deep learning.  

3. Testing: Here 30% of data samples of text and image 

datasets are taken for testing  

4. Feature extraction: Using Random forest algorithm and 

SSD we classify the text and image datasets which 

recognizes the type of diseases. 

5. Prediction: System predicts the types of disease with the 

input given by the user by using a library function called 

Flask. 

 

C. TEXTUAL AND IMAGE DATA PROCESSING AND   

TRAINING 

Our system has mainly two sections that is one of the main       

reasons that make it unique. The two phases include 

Machine Learning and Deep Learning. The system can 

take both image and text input from a user one at a time. 

The system comprises of well-known Machine Learning 

algorithms, Random Forest and Single Shot Multi box 

Detection algorithm and deep learning algorithm, 

Convolution Neural Network (CNN). 

 

These algorithms play a major role in predicting the 

disease. Textual datasets are dealt by Random Forest 

algorithm and CNN plays the role of classifying image 

inputs. The given dataset is converted to data frames. Then 

they are classified into Training data and test data. Here we 

used 70% of the data as training data’s and 30% for 

testing. After the classification a model is created using fit 

() function in python. Training is performed only one time 

and it is pickled to a file to avoid training every time. The 

process of writing trained data into a file in python is 

called pickling. 

  

a. Textual Data Processing and Training   

As explained earlier Random Forest plays the major role in 

processing of the text input given by the user. For training 

text dataset ML technique is used here. Random forests or 

random decision forests are an ensemble learning method 

for classification, regression and other tasks that operate by 

constructing a multitude of decision trees at training time 

and outputting the class that is the mode of the classes 

(classification) or mean prediction (regression) of the 

individual trees. Random decision forests correct for 

decision trees habit of over fitting to their training set. A 

RF takes a number of inputs from the user and yields an 

output. A library known as Scikit-learn is used in order to 

do these calculations. Instead of using equations Scikit-

learn uses functions. Thus we can provide the best possible 

result to the users with less error rate. 

The sum of the feature’s importance value on each tree is 

calculated and divided by the total number of trees: 
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RFfii = the importance of feature i calculated from all trees 

in the Random Forest model 

normfiij = the normalized feature importance for i in tree j 

T = total number of trees 

 

b. Image Data Processing and Training 

The image data is processed using Deep Learning 

technique. For training purpose classifier algorithm is used. 

In order to train a dataset, first a model should be prepared. 

Here we are using Inception V3 model. The dataset is 

collected from Kaggle website. Inception V3 is commonly 

used in Deep Learning. In our system only two 

classifications are there, Benign or Malignant. The images 

in the dataset will pass through these 48 layers which will 

extract features in order to train the machine. In this project 

sliding window is used to detect tumours in the images 

uploaded by user. 

 

To detect a tumour in a test input image, first we have to 

train a set of images using CNN so that the system will 

learn how to detect a tumour. For each input region the 

CNN outputs whether it has a tumour or not. We run sliding 

window multiple times over the image with different 

window size, from smaller to larger. Hoping a window size 

would fit the tumour and allow CNN to detect it. 

 

D. PREDICTION  

A web application is developed for prediction, where the 

user will input all the symptoms and the images of diseases 

which in turn given to model. The model will predict 

patients’ disorder. 

 

In text based system it uses random forest algorithm for 

prediction. First it selects random samples from a given 

dataset. Construct a decision tree for each sample and get a 

prediction result from each decision tree. Perform a vote 

for each predicted result. Select the prediction result with 

the most votes as the final prediction. 

 

In image based system it uses SSD (Single Shot Multi- box 

Detector) for prediction. SSD discretizes the output space 

of bounding boxes into a set of default boxes over different 

aspect ratios and scales per feature map location. At 

prediction time, the network generates scores for the 

presence of each object category in each default box and 

produces adjustments to the box to better match the object 

shape. Additionally, the network combines predictions 

from multiple feature maps sizes.  

 

A library known as Flask is used for prediction. Flask is a 

micro web framework written in Python because it does 

not require particular tools or libraries. It has no database 

abstraction layer, form validation, or any other components 

where pre-existing third-party libraries provide common 

functions. 

E. CREATION OF USER INTERFACE 

We created a platform for the patients to interact to our 

system.HTML programs are used in order to create the 

same. Here we used Bootstrap framework which is 

developed by Twitter to make the website responsive. 

Cascading Style Sheets are used to style the appearance of 

the contents inside the web pages. In order to use our 

system a user needs to register a new account using a 

username and a password. By providing the details one can 

enter into their account to check their health condition. 

 

After a user logins to his/her account he/she have 2 options 

on the top left corner. If the patient wants to input an image 

then the patient must choose skin cancer prediction 

otherwise the patient can choose symptoms entry. 

 

IV. RESULTS AND DISCUSSION 

 

Disease Prediction has been already implemented using 

different techniques like Neural Network, decision tree and 

Naïve Byes algorithm. From the analysis it was found that 

Random Forest is more accurate than other techniques to 

predict diseases with text inputs. And SSD is the algorithm 

that yields more accurate results by processing image input 

from the user. 

 

 
Figure 2. Selecting Symptoms 

 

After choosing the appropriate symptoms the result will be 

displayed in the same web page. 

 

 
Figure 3. Displaying Results 
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After the patient selecting the symptoms the corresponding 

disease will be displayed as in the Figure 4. 

 

 
Figure 4.  Benign sample screenshot. 

 

If a patient wants to diagnose skin cancer he/she must 

upload an image of the susceptible part of the skin. Here in 

this sample screenshot in fig 3.11 the patient have non-

cancerous tumour (Benign). The score rate specifies that 

93 % the result is correct. 

 

 
Figure 5. Malignant sample screenshot 

 

The result is Malignant (cancerous) and there is 89% 

chance that the result is correct.  

 

V. CONCLUSION AND FUTURE SCOPE  

 

This paper aims to predict the disease on the basis of the 

symptoms and image. The paper is designed in such a way 

that the system takes symptoms and image from the user 

as input and produces output i.e. predict disease. 

Prediction accuracy of our project is 95%. Disease 

Prediction system was successfully implemented using 

Machine Learning and Deep Learning techniques.  

 

We developed the disease prediction system as a web 

application. In future this can be developed as a Mobile 

Application. We can also add a platform which connects 

users directly to the doctors. Also Disease Predictor does 

not recommend medications of the disease. And past 

history of the disease has not been considered. 
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