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Abstract—This paper mainly presents face recognition system based on principal component analysis. The goal is to 

implement the system which is able to distinguish a single face from the larger database. In this research work we are 

compressing the image using the mathematical tool principal component analysis and then recognize the image from the same 

data set by the model. First we will describe the basic concepts prevailing with principal component analysis. Then we will see 

that how principal component can be extracted from a given data set. Then we will go for sampling distribution of Eigen values 

and Eigen vectors. Then followed by model adequacy test, then we perform our task of image detection. The problem arises 

when we use high dimensionality space. Because in face or in 3d image, we have different eigen values or vectors and it can’t 

be fixed due to high dimensions as compared to 2d image. Hence, we use Principal Component Analysis (PCA). 
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I.  INTRODUCTION  

 

In recent years, with the development of computer 

technologies and their applications, today’s digital world 

deals with large amount of digital images. Research on image 

compression has been carried out for a long time, with the 

aim of reducing the size of images for efficient storage and 

fast transmission. The visually irrelevant information refers to 

the information that is not perceived by human eyes [1]. 

Irrelevancy reduction thus aims at removing certain 

information from the image that is not perceptually visible to 

Human Visual System (HVS). The compression is lossless if 

the redundancy and irrelevancy reduction do not result in any 

loss of information in the original image. In loss compression, 

some amount of loss of information is tolerable with an 

acceptable degradation in the compressed images [2]. The aim 

of data reduction techniques using PCA is to provide an 

efficient representation of the data by removing the 

dependencies in the data. PCA is also called KLT, named 

after Kari Karhunen and Michel Loeve or Hotelling 

Transform [2], [5]. KLT, consists a mapping of higher 

dimensional input space to a lower dimensional representation 

space by means of linear transformation [6-9]. There are 

basically two approach to perform PCA: Classical Statistical 

method and Artificial Neural Network method. Statistical 

method includes finding of eigenvalues and corresponding 

eigenvectors of the data set using covariance matrix [10].  

 
Figure 1.  Block Diagram of PCA 

 

The corresponding eigenvalues give an indication of amount 

of information that the respective principal components 

represent. The dimension reduction is achieved by using the 

eigenvectors corresponding to significant eigenvalues [11, 13] 

as a new orthonormal basis or by using Singular Value 

Decomposition (SVD). 

 

Fig.1 is showing the block diagram of the image compression 

and extraction technique. Where image is divided into 10 x 10 

blocks and each block size was n/10 x m/10. Then by 

applying PCA, size of the image is reduced and it is again 
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recovered by the reconstruction filter. But in this process 

some information has lost. 

 

Fig. 2 is showing the data has maximum variance in x1 and 

x2 direction but if we transform the axis in z1 and z2 

direction we found the maximum variance in z1 direction 

and less variation in z2 direction so we can remove the z2 

dimension from our data set. 

 

 
Figure 2.  Transformation of dimensions 

 

 
Figure 3.  Block diagram of working principal 

 

As a result, what will happen what are the advantages we 

will be getting from here advantages is, suppose we want to 

do a prediction model using multiple regression and X 

variable, these are all  independent variables. If   are 

correlate then that ultimately leads to multi co-linearity 

problem multi co-linearity are there. So, under multi co-

linearity condition the regression model what you want to fit 

that y = f(x) linear model. This model will not be a good one, 

because under multi co linearity it may not be possible to 

estimate the parameters. 

 

II. RELATED WORK  

 

A lot of work has been done in spatial domain but image 

compression is more efficient if the images are processed in 

transformed domain, that can be achieved via non-redundant 

and invertible transformations such as Discrete Cosine 

Transformation (DCT) [3], Karhunen-Loeve Transform 

(KLT) [4] or Principal Component Analysis (PCA) [5] etc. 

III. METHODOLOGY 

 

This paper validates the PCA algorithm on images for the 

first time where it has not been tested on images before. It 

also proposes a new learning method for face detection and 

recognition using the PCA algorithms. The PCA algorithm 

starts with the creation of a data set (in this paper, it contains 

training faces and ends with the projection of the data on the 

eigenspace. A covariance matrix will compute for the data; in 

addition, the eigenvectors and eigenvalues of the covariance 

matrix will also obtain. The following working steps are 

involved here. Collection of images, Feature reduction by 

PCA, Designing of model, Training of model and Testing of 

model. 

 

Face is a complex multidimensional structure and needs good 

computing techniques for recognition. Features extracted 

from a face are processed and compared with similarly 

processed faces present in the database. If a face is 

recognized it is known or the system may demonstrate an 

alike features accessible in database else it is unknown. In 

observation organization if an indefinite features appears 

more than one time then it is stored in database for further 

recognition. The above steps can be used or image of any 

criminal identification. Face recognition is the challenge of 

classifying whose face is in an input image. With face 

recognition, we need an existing database of faces. Given a 

new image of a face, we need to report the person’s name. 

The problem arise when we use high dimensionality space. 

Because in face or in 3D image, we have different eigen 

values or vectors and it can’t be fixed due to high dimensions 

as compared to II
nd

 image. Hence, we use Principal 

Component Analysis (PCA). The major advantage of PCA is 

using it in eigen face approach which helps in reducing the 

size of the database for recognition of a test images.  

 

IV. RESULTS AND DISCUSSION 

 

To understand the principal of working model first we 

understand the data set which we have used in our research 

work. WE have 400 number of samples, each image size is 

64 by 64. There are 4096 features as input and40 output 

classes.    

 Import the data set from fetch Olivetti faces from sklearn 

datasets. 

 Slicing data by training, testing and splitting from 

sklearn model selection library. 

 Plotting the gray scale image of mean image andimages 

with unique Id’s.  

 

For image compression and extraction we have use the 

Principal Component Analysis (PCA) by Eigen value, Eigen 

vectors Covariance Matrix and K-Nearest neighbor. In the 

result part first we draw the mean figure which is showing in 

Fig.4. In this research work we are compressing the image 
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using the mathematical tool principal component analysis 

and then recognize the image from the same data set by the 

model.  Here in this section we will discuss about our data 

set and the outcomes of our model. 

 

 
Figure 4.  Mean face composed from all the faces in dataset 

 

 
Figure 5.  Original Images from dataset. 

 

Fig 5 is the collection of all images and then by algorithm we 

have design the mean image showing in the Fig.4. After 

applying the principal component we have reduce the size of 

the images by eliminating highly related components. Here 

we are losing some information and it is approximately 20% 

information of the actual image. 

 

 
Figure 6.  Eigen Faces after applying PCA algorithm 

 
Figure 7.  Image detected by the model. 

 

Fig 7 is showing the result of some randomly selected images 

from data set. By the result we can see that image number 21, 

29, 22, 10, 9, 13 and 37 are predicted correctly and image 

number 4, 33, 27, and 1 are predicted wrongly.  The overall 

accuracy of the system is 57%. By the above experimental 

results it is great to see that we can save the images in the 

lower dimension using PCA or SVD algorithms and can 

reconstruct them with some amount of loss. But overall it’s a 

great technique and used in the machine learning domain 

where computation time is a big challenge. 

 

V. CONCLUSION AND FUTURE SCOPE  

 

In this research work we are compressing the image using 

the mathematical tool principal component analysis and 

then recognize the image from the same data set by the 

model. First we will describe the basic concepts prevailing 

with principal component analysis. Then we will see that 

how principal component can be extracted from a given 

data set. Then we will go for sampling distribution of Eigen 

values and Eigen vectors. 
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Then followed by model adequacy test, then we perform our 

task of image detection. The problem arises when we use 

high dimensionality space. Because in face or in 3d image, 

we have different eigen values or vectors and it can’t be 

fixed due to high dimensions as compared to 2d image. 

Hence, we use Principal Component Analysis (PCA). After 

applying the principal component we have reduce the size of 

the images by eliminating highly related components. Here 

we are losing approximately 20% information of the image. 

The accuracy of the system is 57 % 
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