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Abstract: Sentiment analysis or opinion mining is one of the fastest growing fields with its demand and potential benefits that 

is increasing every day. With the onset of the internet and modern technology, there has been a vigorous growth in the amount 

of data. Each individual is able to express his/her own ideas freely on social media. All of this data can be analysed and used in 

order to draw benefits and quality information. In this paper, the focus is on cyber-hate classification based on for public 

opinion or views, since the spread of hate speech using social media can have disruptive impacts on social sentiment analysis. 

In particular, here proposing a modified fuzzy approach with two stage training for dealing with text ambiguity and classifying 

three type approach positive, negative and neutral sentiment, and compare its performance with those popular methods as well 

as some existing fuzzy approaches.  
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I. INTRODUCTION 

 

Sentiment analysis identifies the attitude or mood of people 

through natural language processing, text analysis, and 

computational linguistics. In recent years, machine learning 

has become a very powerful for classifying sentiments. In 

particular, support vector machines ,naïve bayes, decision 

trees, deep neural networks kind of method used to classify 

the text into categories and to detect  cyberbullying detection 

[1], [2], abusive language detection [3], [4], movie reviews 

[5], [6], and cyberhate identification [7], [8]. In the context 

of machine learning, the above-mentioned algorithms are all 

aim to distinguish between one class and other classes. 

However, in the context of text classification, different 

classes are truly mutually exclusive, instances could be very 

complex and are thus difficult to be classified uniquely to 

only one category. This has motivated researchers to develop 

fuzzy methods for text classification, which are able to deal 

with fuzziness, imprecision, and uncertainty of text.  

 

In this paper, focus is on the detection of online hate speech 

(cyberhate) in text posted to social media platforms on the 

basis of four types of online hate speech, namely, religion, 

race, disability, and sexual orientation, by proposing a novel 

fuzzy approach, especially for dealing with text ambiguity. 

The proposed fuzzy approach is different from existing fuzzy 

systems in two aspects. First, traditional fuzzy approaches 

typically aim at the production of single classifiers. In this 

aspect, the proposed fuzzy approach involves fusion 

(combining the membership degrees for each class) of 

multiple fuzzy classifiers produced with different parameters 

setting. Second, traditional fuzzy approaches generally 

employ a fixed rule to provide a distinct class label as an 

output. In contrast, proposed fuzzy approach involves a 

semifixed rule of defuzzification. In both of the two aspects, 

the proposed fuzzy approach can achieve effective 

disambiguation of text. Therefore, the bias of a single fuzzy 

classifier on the majority class (nonhate class) is much 

reduced, leading to reduction of the false negative rate. 

 

Motivation of the research is because, although bag of word 

is one of the most popular methods of feature extraction, it 

has a few limitations. In particular, from semantic 

perspectives, the same word may have different meanings, 

which could lead to the case that a word could be highly 

relevant to the positive class in some cases but also highly 

relevant to the negative class in other cases. This point 

indicates that when a word has different meanings, it is not 

appropriate to simply treat the word as a single feature. The 

proposed system overcomes this problem. 

 

The rest of this paper is organized as follows. Section II 

describes related work that is relevant to cyberhate research 

and fuzzy classification. In Section III, presenting the 

proposed fuzzy approach and illustrate the procedure of 

fuzzy classification. In Section IV presents conclusion and 

next appears the references. 

 

II. LITERATURE REVIEW 

 

This section involves a review of feature extraction methods 

used for preprocessing of textual data, an overview of 

cyberhate research in the context of machine learning-based 
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text classification, and the background of fuzzy text 

classification. 

 

Prior work has shown sentiment analysis of social data can 

be used to predict movie revenues, Asur and Huberman [23] 

showed that analysis of sentiment content on urls, retweets 

and their hourly rates of Twitter can predict boxoffice 

movies revenues. Exploring cultural and linguistic 

differences in ratings and reviews [24], correlate with 

contemporaneous and subsequent stock returns [25], 

sentiment evolution in political deliberation on social media 

channels [26], assess sentiment towards a new vaccine and 

explore semantic-level precedence relationships between 

participants in a blog network [27]. To briefly expand, [28] 

proposed a methodology for the detection of bursts of 

activity at the semantic level using linguistic tagging, term 

filtering and term merging. They used a probabilistic 

approach to estimate temporal relationships between the 

blogs.  

 

A. Review of Feature Extraction Methods-: In general, 

there are two popular methods that have been applied in 

feature extraction for sentiment analysis and cyberhate 

detection, namely, bag of words (BOW) and nGrams (NG). 

BOW extracts a bag of distinct words for textual data, and 

each of the words is used as a feature. Although BOW is one 

of the most popular methods of feature extraction, it has a 

few limitations. In particular, from semantic perspectives, 

the same word may have different meanings, it is not 

appropriate to simply treat the word as a single feature. Due 

to the limitations of BOW, researchers have been motivated 

to use NGrams [12], [13], which is aimed at combining n 

sequential words as a feature instead of a single word and 

has led to the enrichment of semantic information with 

improvements of classification performance. 

 

B. Overview of cyberhate Research-: Since cyberhate has 

been considered as a legal issue in many countries 

researchers have thus been motivated to develop tools for 

automatic detection of hate speech, in order to manage 

effectively posts containing hateful contents. Various 

methods of feature extraction and learning algorithms have 

been used for advancing this area. The naïve bayes 

algorithm was used in [13] for training classifiers on 

unigram (BOW) features, toward examining every single 

word for judging whether the tweets were fully hateful or 

not. In contrast, Mahmud et al. [14] focused their work on 

examining the sentence structures, which tend to be 

indicative of offensive remarks. In particular, convolutional 

neural networks (CNNs) have been used in [16] for 

classifying hate speech with different types of word vectors 

as features.  

 

C. Background of Fuzzy Text Classification-: Fuzzy 

classification, which is based on fuzzy logic, is aimed at 

dealing with linguistic uncertainty that is involved in 

instances. Furthermore, the use of the fuzzy rule-based 

approach was investigated in [6] for multisentiment analysis 

and the results showed that the fuzzy approach could provide 

more refined outputs by reflecting different intensities of 

sentiment. In this context, each instance is typically not 

clear-cut and thus belongs to different classes. In recent 

years, fuzzy approach was proposed in [17] toward 

automatically building a corpus that can be used for 

comparison of text similarity. The experimental results 

showed that the fuzzy metrics had a higher correlation with 

human ratings in comparison with other traditional metrics. 

An unsupervised fuzzy approach was used in [18] toward 

achieving gender-based classification of Twitter users. An 

automatic approach based on a semantic similarity measure 

was introduced in [20] for recognizing emotion context from 

online social networks in the setting of fuzzy classification.  

 

III. PROPOSED SYSTEM ARCHITECTURE 

 

In proposed system there are two modules are available. 

First module indicate text analysis framework. And second 

module indicate the user review rating on user previously 

review data.   

 

 

 

 

 

 

 

 

 

 

                                       

 

Fig 1: Proposed system architecture 

This section describes the proposed fuzzy approach for 

cyberhate classification, in particular, introduce the 

theoretical preliminaries of fuzzy logic. A. Theoretical 

Preliminaries: It employs continuous truth values ranging 

from 0 to 1, rather than binary truth value (0 or 1). In the 

context of fuzzy sets, each of the elements e1,e2,...,en has a 

certain degree of membership to the set A, and the 

membership degree value depends on the membership 

function  defined for the fuzzy set. In fuzzy rule-based 

systems, the main operation of fuzzification in the training 

stage can be done by transforming each numerical attribute 

into several qualitative attributes. B. Fuzzy Approach 

Methodology: Proposed fuzzy approach for cyberhate 

detection involves two steps the training stage, as illustrated 

in Fig.2.  
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     Fig. 2: Two stage learning framework for ambiguous text classification. 

In this figure, i, c, and n represent the index of an instance, a 

class, and a classifier, respectively. In the first step, a set of 

fuzzy rules is trained using the mixed fuzzy rule formation 

algorithm. The procedure of the mixed fuzzy rule formation 

algorithm involves a sequential and constructive generation 

of new rules and modification of existing rules in an 

instance-by-instance manner. In the whole procedure, each 

rule involves  membership functions.  Once a new rule is 

added or an existing rule is modified after checking an 

instance, it is necessary to trigger the third case to avoid 

conflict of classification. 

 

By using the above-mentioned procedure of the mixed fuzzy 

rule formation algorithm, a set of fuzzy rules is trained. In 

the testing stage, a new instance is classified through 

fuzzification, inference, and defuzzification. The 

fuzzification operation is simply aimed at mapping the 

numeric value of each feature of the new instance into a 

membership degree to each rule in each dimension. The 

defuzzification operation is to finally classify the new 

instance by assigning it the class with the maximum 

membership degree. Due to the text ambiguity, it is possible 

that an instance could obtain equal membership degrees for 

the hate and nonhate classes, which leads to increase in error 

when classifying unseen instances through a fixed rule. In 

this case here propose an approach to train the multiple 

fuzzy classifiers using different fuzzy norms to encourage 

diversity between these fuzzy classifiers. Therefore, the 

fusion of these fuzzy classifiers is likely to reduce the 

number of ambiguous instances in the training stage and has 

the chance to disambiguate an unseen instance that obtains 

equal membership degrees to both classes in the testing 

stage. The fusion can be achieved through averaging the 

overall membership degrees obtained from these fuzzy 

classifiers for each class. If so, the instance will be sent to 

the next stage for instance-based learning or instance-based 

reasoning, depending on whether it is a training instance or a 

test instance. However, the fusion of fuzzy classifiers cannot 

guarantee that all the ambiguous instances are 

disambiguated, so the second step is required to collate all 

the remaining ambiguous instances and produce a new 

training set. Overall, the proposed fuzzy approach involves 

two main stages. In the first stage, multiple fuzzy classifiers 

are trained using the mixed fuzzy rule formation algorithm 

alongside different fuzzy norms, and the fuzzy classifiers are 

then fused to identify ambiguous instances. In the second 

stage, the ambiguous instances are collated to produce the 

second training set for using KNN to classify new instances 

that are ambiguous [29]. 

 

IV. APPLICATION 

 

Sentiment analysis is extremely useful in social media 

monitoring as it allows us to gain an overview of the wider 

public opinion behind certain topics. The applications of 

sentiment analysis are broad and powerful. The ability to 

extract insights from social data is a practice that is being 

widely adopted by organizations across the world. 

 

Sentiment analysis can be used in diverse fields for various 

purposes. Few of them are follows 

1. Online Commerce: The most general use of sentiment 

analysis is in ecommerce activities. Websites allows their 

users to submit their experience about shopping and product 

qualities. They provide summary for the product and 

different features of the product by assigning ratings or 

scores. Customers can easily view opinions and 

recommendation information on whole product as well as 

specific product features. Popular merchant websites like 

amazon.com provides review from editors and also from 

customers with rating information. http://tripadvisor.in is a 

popular website that provides reviews on hotels, travel 

destinations. They contain 75 million opinions and reviews 

worldwide. Sentiment analysis helps such websites by 

converting dissatisfied customers into promoters by 

analyzing this huge volume of opinions.   

2. Voice of the Market (VOM): Voice of the Market is 

about determining what customers are feeling about products 

or services of competitors.  

3. Voice of the Customer (VOC): Voice of the Customer is 

concern about what individual customer is saying about 

products or services.  

4. Brand Reputation Management: Brand Reputation 

Management is concern about managing your reputation in 

market 

5.Government policies: Sentiment analysis helps 

government in assessing their strength and weaknesses by 
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analyzing opinions from public. Whether it is tracking 

citizens’ opinions on a new rules, identifying strengths and 

weaknesses in a recruitment campaign in government job, 

assessing success of electronic submission of tax returns, or 

many other areas, we can see the potential for sentiment 

analysis. For example, the Obama administration used 

sentiment analysis to gauge public opinion to policy 

announcements and campaign messages ahead of 2012 

presidential election. Being  able to see the sentiment behind 

everything from forum posts to news articles means being 

able to strategies and plan for the future. 

 

V. CONCLUSION 

 

There is a huge need in the industry for such applications 

because every company wants to know how consumers feel 

about their products and services and those of their 

competitors. Sentiment analysis can be developed for new 

applications, the techniques and algorithms used for 

sentiment analysis have made good progress, but a lot of 

challenges in this field remain unsolved. More future 

research can be done for solving these challenges. 

 

The work can be extended to build an advanced opinion 

mining system capable of rating the authenticity of a user 

review based on mining the sentiments or opinion threads of 

secondary reviewers. Several challenges still exist in the 

field of data classification and sentiment analysis and some 

of them are named entity recognition, co-reference 

resolution, domain dependency etc. These problems have to 

be tackled separately and those solutions can be used to 

improve sentiment analysis in near future. 
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