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Abstract: The data mining techniques is a major significant position in the field of healthcare and medical industry to analyze 

the medical data and finding the patterns from those data. The primary goal of the research analysis work is to predict the 

patient diseases from the medical data sets. Medical practitioners is getting difficult to predict the disease, actually it is one of 

the complex task which require their experience and knowledge. The main objective of data mining techniques to predict the 

possible disease from patient dataset and based on patient serious condition priority wise to reduce the congestion in the 

network. In this paper proposed the genetic approach is efficient for associative classification algorithm to predict the disease. 

The motivation is by using genetic algorithm in the discovery of high level prediction rules which can be highly 

comprehensible having high predictive accuracy and high interestingness values. 
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I. Introduction 

 

 The data mining techniques is a major significant position 

in the field of healthcare and medical industry to analyze 

the medical data and finding the patterns from those data. 

The primary goal of the research analysis work is to 

predict the patient diseases from the medical data sets. 

Most of the researchers are interestly doing their research 

work in this domain. By using data mining techniques, the 

existing available papers are mainly focusing on predicate 

diseases from health data sets. In recent years, the major 

reason is huge amount of data availability in information 

industry that attracted the great attention of data mining 

and turning is needed that the data is useful for information 

and knowledge [1].  

     

 The major challenging task in healthcare organizations 

like hospitals, medical centre etc is the provision of quality 

services at low costs. Quality service that helpful which 

implies perfectly diagnosing the patients and administering 

treatments. Clinical decision is poor which is leading to 

disastrous consequences that can be unacceptable [2]. 

Clinical tests taken in hospital must be in low cost. Health 

care organizations must have ability to analyze data. 

Millions of patient records are computerized and stored in 

data mining techniques that helps to answer the critical and 

important questions which is related to health care. 

Prediction involves in data set by using some variables to 

predict the variables or future value of interest [2]. In 

biomedical field data mining and its techniques plays an 

essential role for prediction of various diseases. The 

physicians can not able to diagnose the disease correctly 

because on same category the patients suffering more than 

one type of disease. The category of disease prediction 

which leads to missing concentration or unhealthy 

practices. The healthcare industry provides large amounts 

of data about healthcare and that need to be mined to 

ascertain hidden information for valuable decision making. 

Discover of hidden patterns and relationships often go 

unused. The patient records are classified and predicted 

based on the disease if the patient having the symptoms of 

heart disease and using disease risk factors. It is 

indispensable to find the best fit algorithm that has greater 

accuracy, less cost, speedy and memory utilization on 

classification in the case of heart disease prediction 

category [3]. 

     

      Association rules are mined on a medical data set to 

improve heart disease diagnosis. Each rule represents a 

simple predictive pattern that describes a subset of the data 

set projected on a subset of attributes. From a medical 

perspective, association rules relate combinations of binary 

target attribute (absence/existence of artery disease) and 

subsets of independent attributes (risk factors and heart 

muscle health measurements). Association rules have 

important advantages over traditional algorithms [4]. 
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      Yet complicated task are need to be executed 

accurately and efficiently in Medical diagnosis which is 

regarded as an important. Extremely advantageous in this 

system is automation. Regrettably all doctors do not 

possess expertise in every sub specialty and moreover 

there is a shortage of resource persons at certain places. 

Appropriate computer based information and/or decision 

which supports the systems can aid in achieving at a 

reduced cost clinical tests. The need of comparative study 

between various techniques which is available for 

implementing the automated system is efficient and 

accurate. This paper aims to analyse the disease which is 

diagnose in recent years different predictive descriptive 

data mining techniques are proposed. 

     

       In this paper used Genetic algorithm [4], to reduce the 

size of the actual data to get the optimal subset of attributes 

sufficient for heart disease prediction. Classification is a 

supervised learning method to extract models describing 

important data classes or to predict future trends. Three 

classifiers such as Decision Tree, Naïve Bayes and 

Classification via clustering have been used to diagnose 

the presence of heart disease in patients. Classification via 

clustering: Clustering is the process of grouping similar 

elements. This technique may be used as a pre processing 

step before feeding the data to the classifying model[5]. 

The attribute values need to be normalized before 

clustering to avoid high value attributes dominating the 

low value attributes. Further, classification is performed 

based on clustering. 

    

       Data mining is a essential step in discovery of 

knowledge from large data sets. In recent years, Data 

mining has found its significant footing in every field 

including health care. When compare to data analysis, the 

Mining process which includes classification, clustering, 

association rule mining and prediction. It also extents other 

disciplines like Data Warehousing, Statistics, Machine 

learning and Artificial Intelligence and so on. 

 

II. Literature Review 

 

Medical diagnosis is also subjective and it is depends not 

only on the availability of data but physician experience 

also and even physician on the psycho-physiological 

condition. A Demonstration can be varied significantly 

based on the number of studies that one patient diagnosis if 

the patient is tested by different physicians or even by the 

same physician at various times.  

 Himigiri. Danapana et al[6] discussed about the research 

which intends to provide a survey about current techniques 

based on knowledge discovery in databases using data 

mining techniques that are in used in particularly Heart 

Disease Prediction in  medical research today's. Number of 

experiment has been conducted to compare the 

performance of predictive data mining technique on the 

same dataset and the outcome reveals that Decision Tree 

outperforms and some time Bayesian classification is 

having similar accuracy as of decision tree. 

 Fariba Shadabi et al[7] Artificially Intelligent (AI) tools 

are used to deal the uncertain and incomplete data sets. For 

prediction purposes neural network classifiers has been 

used successfully in many complex situations. Research 

demonstrates that AI-based data mining tools is also used 

successfully in many medical environments. They 

conclude advances research for understanding the 

application of Artificial Intelligence and Data Mining tools 

for clinical data by demonstrating the potential techniques 

for complex clinical situations. 

 

  Two kinds of data mining algorithms named 

evolutionary termed GA-KM and MPSO-KM cluster the 

cardiac disease data set and predict model accuracy [8]. 

This is a hybrid method that combines momentum-type 

particle swarm optimization (MPSO) and K- means 

technique. The comparison is made with C5, Naïve Bayes, 

K-means, Ga-KM and MPSO-KM to evaluate the 

techniques accuracy. The experimental results showed that 

accuracy improved when using GA-KM and MPSO-KM 

[8]. The researchers created class association rules using 

feature subset selection to predict a model for heart 

disease. Association rule determines relations amongst 

attributes values and classification predicts the class in the 

patient dataset [9]. The measure of Feature selection such 

as genetic search, to determine the attributes which 

contribute towards the heart diseases prediction. The 

researchers [10] implemented a hybrid system that uses 

global optimization benefit of genetic algorithm for 

initialization of neural network weights. The prediction of 

the heart disease is based on risk factors such as age, 

family history, diabetes, hypertension, high cholesterol, 

smoking, alcohol intake and obesity [10].Graph based 

approach for heart disease prediction was proposed by 

[11].Their method is based on maximum clique and 

weighted association rule mining. Associative 

classification for heart disease prediction was proposed by 

[12].They used Gini index based classification to predict 

the heart disease. The researchers [13] used the data 

mining algorithms decision trees, naïve bayes, neural 

networks, association classification and genetic algorithm 

for predicting and analyzing heart disease from the dataset. 

An experiment performed by [14] the researchers on a 

dataset produced a model using neural networks and 

hybrid intelligent algorithm, and the results shows that the 

hybrid intelligent technique improved accuracy of the 

prediction. 

 

 The artificial neural network technique is used in 

data mining methods for effective heart attack prediction 

system. First the dataset is used for heart diseases 
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prediction to pre-processed and clustered by means of K-

means clustering algorithm [15]. Then neural network is 

trained by the selected patterns significantly. For training, 

Multi-layer Perceptron Neural Network with Back 

propagation is used. The results indicate that the algorithm 

is used for capable of predicting the heart diseases more 

efficiently. The prediction of heart diseases significantly 

uses 15 attributes, with basic data mining technique like 

ANN, Clustering and Association Rules, soft computing 

approaches etc. The result shows that Decision Tree 

performance is more and sometimes Bayesian 

classification is having similar accuracy when compared to 

decision tree but other predictive methods like K-Nearest 

Neighbor, Neural Networks, Classification based on 

clustering will not perform well [16]. By using the 

Weighted Associative Classifier (WAC), a slight change 

has been made, instead of considering 5 class labels, only 

2 class labels are used. First “Heart Disease” and another 

one “No Heart Disease”. The maximum accuracy 

(81.51%) has been achieved. When genetic algorithm is 

applied, the accuracy of the Decision Tree and Bayesian 

Classification is improved by reducing the actual data size. 

The dataset contains 909 patient records are collected data 

are based on heart diseases and 13 attributes has been used 

for consistency [17]. The patient records have been splitted 

equally as 455 records for training dataset and 454 records 

for testing dataset. The attributes is reduced to 6, after 

applying genetic algorithm and when compared with other 

algorithms, the decision tree performs more efficiently 

with 99.2% accuracy. 

 

III. RESEARCH METHOLOGLOGY 

 

In this paper proposes to detect the accurate disease 

based on the user symptoms from the hospital information 

database by using three algorithms are: 

1. Association rule mining Algorithm which is used to 

extract the data from the hospital information database. 

2.  Keyword based clustering algorithm is used to find the 

accurate disease which is affecting the patient.  

3. Genetic algorithm is used to prioritize the patient in 

order to avoid the congestion. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure1. System Architecture 

 

3.1 Association rule algorithm 

Association rule is the mining technique which is to find 

the association rules met the user-specified requirement is 

minimum support and minimum confidence from the 

transaction database D. The whole mining process can be 

carries out into the following two steps: first, to find all 

frequent item sets, that is, finding all the item sets is 

supported  greater than the given support threshold; 

second, based on the obtained frequent item sets, generate 

a corresponding strong association rule, that is, generate 

the association rules which support and confidence 

respectively greater than or equal to the given support 

threshold and confidence threshold. 
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     Let I = ( i1,i2....im) be a set of literals, called items. Let 

D be a database of transaction, where each transaction T is 

a set of items such that T #I. For a given item set X #I and 

a given transaction T, we say that T contains X if and only 

if X #I. The support count of an item set X is defined to be 

supx = the number of transactions in D that contain X. we 

say that an item set X is large, with respect to support 

threshold of s%, if supx P /D/ s%, where /D/ is the number 

of transactions in the database D. An association rule is an 

implication of the form „„X ) Y”, where X #I, Y #I and X \ 

Y = ;. The AR „„X ) Y” is said to hold in database D with 

confidence c% if no less than c% of the transactions in D 

that contain X also contain Y. The rule X ) Y has support 

s% in D if supX[Y] =/D/_s% 

 

3.1.1 Apriori algorithm 

The Apriori algorithm works iteratively. First step in this 

algorithm to find the set of large 1-item sets, and then set 

of 2-itemsets, and so on. Based on maximum item set 

length the number of scan over the transaction database. 

Apriori is based on the following fact: The simple but 

powerful observation leads to the generation of a smaller 

candidate set using the set of large item sets found in the 

previous iteration. The Apriori algorithm presented is 

given as follows: 

Apriori() 

L1 ={large 1-itemsets} 

k = 2 

while Lk_1–/ do 

begin 

Ck ¼ apriori genðLk_1Þ 

for all transactions t in D do 

begin 

Ct ¼ subsetðCk; tÞ 

 for all candiate c 2 Ct do 

c.count = c.count+1 

end 

Lk ¼ fc 2 Ckjc:count P minsupg 

k = k + 1 

end 

First Apriori algorithm scans the transaction databases D 

in order to count the support of each item i in I, and 

determines the set of large 1-itemsets. Then, the iteration is 

performed, each of the computation of the set of 2-

itemsets, 3-itemsets, and so on. There are two steps for kth 

iteration: 

Generate the candidate set Ck from the set of large (k-1)-

itemsets, 

Scan the database in order to compute the support of each 

candidate itemset in Ck. 

 

3.2 Keyword based clustering algorithm 

Keyword-based document clustering creates a cluster by 

the keywords of each document. Suppose that C is a set of 

clusters that is finally created by the clustering algorithm. 

If n is the number of clusters in C, then C is a set of 

clusters C1,C2,C3...Cn. 

                                   C={C1,C2,C3....Cn} 

Each cluster is initialized by document d that is not 

assigned to the existing clusters, and d is a seed document 

of . When a new cluster is created, expansion and 

reduction steps are repeated until it reaches a stable state 

from the start state.  

 

3.2.1 Cluster Initialization 

 

The clustering algorithm first step is a creation and 

initialization of a new cluster. A document D is selected 

that does not belong to any other cluster, and it is assigned 

to a new cluster Ci that is an initial state of cluster. 

  Ci= {0} 

At this time, a document D that is the first document in the 

new cluster is called a seed document. 

 

3.2.2 Expansion of cluster 

In the initialisation step of the cluster, a new cluster Ci , an 

initial state of cluster C, is established as the seed 

document, and the keyword set i is initialised by the key 

word Kc set of the seed document. In the expanding step 

of the cluster, by adding more related documents to the 

cluster results the cluster get  expanded, that include the 

keywords of the seed document as the related documents 

of the seed document. The cluster expansion is performed 

by iteration which is keyword expansion and cluster 

expansion. More documents are added to a cluster by the 

similarity evaluation between the keyword set and the 

document. If a new document is added to a cluster, then 

the keywords also added in the document to the keyword 

set in the cluster. 

 

3.2.3 Cluster reduction 

This step is to produce a complete cluster by removing the 

documents that are not related to the cluster. For the cluster 

Ci documents of a low similarity to the cluster are 

removed, that are not related to a cluster Ci through the 

similarity computation with the cluster. Ultimately, the 

cluster C is completed which consists of the related 

documents after filtering from the non-related documents. 

If a cluster C is completed the next cluster is created 

through the same process. Clustering is terminated if all 

the documents are clustered or no more clusters are 

created. 

 

3.3 Entrophy based Genetic algorithm 

Genetic algorithms are computing methodologies 

constructed in analogy with the process of evolution. It 

closely resembles the natural process of regeneration, 

reproduction, inheritance evolution. Genetic algorithms are 

typically used for problems that cannot be solved 

efficiently with traditional techniques. Genetic algorithms 
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is useful for searching very general spaces and 

optimization problems. Each solution generated in Genetic 

algorithms is called a chromosome (individual).Each 

chromosome is made up of genes, which are the individual 

elements (alleles) that represents the problem. The 

collection of chromosomes is called a population. The 

internal representation of the chromosomes is known as its 

genotype.  

 
Figure 2: Flow chart of genetic algorithm 

 

The functions of genetic operators are as follows: 

1) Selection: selection deals with the probabilistic survival 

of the fittest in that, more fit chromosomes are chosen to 

survive. 

 

2) Crossover: This operation is performed by selecting a 

random gene along the length of the chromosomes and 

swapping all the genes after that point. Various types of 

crossover operators are a) single point b) two point c) 

uniform d) half uniform e) reduced surrogate crossover f) 

shuffle crossover g) segmented crossover 

 

3) Mutation: mutation alters the new solutions so as to add 

stochasticity in the search for better solution. The most 

common method way of implementing mutations is to 

select a bit at random and flip (change) its value. There are 

2 types of mutations use in genetic network programming 

1) mutating the judgment node 2) mutating the value of the 

judgment node. In associative classification attributes and 

their values are taken as judgment nodes and class values 

as processing nodes. 

 

3.3.1 Entropy measures 

Entropy is a commonly used to measure the 

information theory. Originally is used to characterize the 

impurity of an arbitrary collection of examples. In our 

implementation, the entropy is used to measure the 

homogeneity of the rule matches. Given a collection S, 

containing the examples that a certain rule R matches, let 

Pi be the proportion of examples in S belonging to class i, 

then the entropy Entropy(R) related to this rule is defined 

as:  

 






n

i

ii ppREntropy
1

2 ))(log()(

 
where n is the number of target classifications. While an 

individual consists of a number of rules, the entropy 

measure of an individual is calculated by averaging the 

entropy of each rule: 
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where NR is number of rules in the individual 

 

IV. PERFORMANCE ANALYSIS 

 

The performance of the algorithm is evaluated using the 

measures like accuracy, Time computation, efficiency 

defined as follows: 

          
     

           
 

 

 

 

 

Table 1   The comparison results on the prediction accuracy 

and standard deviation 
Parameters Decision 

trees 

 

Decision 
tree 

With 

boosting 

Neural 
networks 

Navie 
bayes 

Entrophy 
based GA 

Accuracy 67.56 60.98 56.09 53.66 80.04 

Time 

computation 

0.08 0.87 0.01 0.15 0.03 

Efficiency 44.93 45.44 43.34 39.60 49.52 
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   Table 2. Comparison of parameters between Non GA and GA 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3.  Comparison of accuracy in (%) 

 

 
Figure 4. Comparison of computational time 

 

 
Figure 5. Comparison of efficiency in (%) 

  

V. CONCLUSION 

 

Data mining is the process of analysing a data from different 

prospectivee and provides useful information is based on that 

the outcomes of predicting the diseases for a patient from the 

huge volume of data presents in the hospital information 

database. In this paper using the association rule mining 

algorithm for extract the matched features from the hospital 

information database and keyword based clustering 

algorithm is used to find the accurate disease which is 

affected by the patient. The proposed efficient associative 

classification algorithm using entrophy genetic approach for 

disease prediction resulted in having high predictive 

accuracy and of high efficiency values. 
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