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Abstract— As Hadoop is a Substantial scale, exposed basis software design scheme dedicated to adaptable, disseminated, info 

concentrated processing. Hadoop [1] mapreduce is a software design construction for professionally composing requisitions 

which prepare boundless events of info (multi-terabyte info sets) in parallel on extensive bunches (many hubs) of merchandise 

fittings in a dependable, shortcoming tolerant way. A mapreduce [6] skeleton comprises of two parts. They are "mapper" and 

"reducer" which consume remained inspected in this paper. Fundamentally this newspaper saves tabs on mapreduce adapting 

model, preparation undertakings, overseeing and re-execution of the fizzled assignments. Workflow of mapreduce is designated 

in this exchange. 
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I.  INTRODUCTION  

Hadoop was envisioned chiefly for the examination of big 

figures sets to figure scalable, dispersed applications. to 

achieve sizably voluminous data, Hadoop[2] gears the 

example called mapreduce clear by google rendering to 

which the presentations are alienated hooked on miniature 

parts of software, all of which can be run on a distinct node of 

all those who brand up the system. Businesses alike Amazon, 

Cloudera, IBM, Intel, Twitter, facebook and others are 

formulate their hugely enormous figures communication and 

if vision hooked on where the marketplace is headed utilizing 

apache Hadoop technology. Mapreduce is a software design 

faultless envisioned for dispensation hugely colossal volumes 

of figures in alike by in-between the work hooked on a set of 

self-governing tasks. Mapreduce [3] agendas are indicted in 

an exact chic prejudiced by functional software design 

constructs, categorically idioms for dispensation lists of data. 

A mapreduce package is controlled of a “Map()” procedure 

that does sifting and categorization (for example 

categorization folks by chief designation hooked on queues, 

one line for all one designation) and a “Reduce()” procedure 

that gears a synopsis procedure (such as counting the amount 

of scholars in all queue, yielding designation by uniformity). 

The "MapReduce Framework" (likewise called 

"infrastructure" or "framework") organizes by assembling the 

dispersed servers, running the various tasks in parallel, 

regulatory all infrastructures and figures transmissions among 

the frequent stocks of the framework, and accommodating for 

joblessness and responsibility tolerance. Mapreduce [4] 

collections consume remained accounted in frequent software 

design languages, with distinct heights of optimization. A 

predominant open source requisition is apache Hadoop. 

 

II.HADOOP MAPREDUCE 

MapReduce is a software design faultless and software 

outline chief industrialized by google (Google’s mapreduce 

newspaper succumbed in 2004)  Proposed to ease and 

decrease the dispensation of vast quantities of figures in alike 

on enormous bunches of creation hardware in a reliable, fault-

tolerant manner. A mapreduce [5] task typically ruptures the 

input data-set hooked on distinct parts which are took care by 

the map tasks in an absolutely alike ways. The outline sorts 

the productions of the maps, which are then input to the 

decrease tasks. Typically composed the input and the 

production of the task are protected in a file-system. The 

outline tends of preparation tasks, watching them and re-

executes the unsuccessful tasks.  

 
2.1 MapReduce Outline   

The mapreduce outline covers of two ladders exactly map 

step and decrease step. Chief node takes big problematic 

input and slices it hooked on lesser sub glitches and allocates 

these to worker nodes. Worker node may do this again and 

clues to a multi-level tree construction .Worker procedures 

lesser problematic and hands back to master.  In decrease step 

chief node takes the responses to the sub glitches and 

syndicates them in a predefined way to become the 

output/answer to unique problem. The mapreduce outline is 

fault-tolerant since all node in the bunch is probable to bang 

back occasionally with finished work and rank updates. If a 

node leftovers silent for lengthier than the probable interval, a 

chief node brands memo and re-assigns the work to additional 

nodes. 

 
2.2 WorkFlow in MapReduce                                 

The key to how mapreduce [6] works is to take input as, 
conceptually, a list of records. The annals are split amid the 
dissimilar processers in the bunch by Map. The consequence 
of the map calculation is a list of key/value pairs. Reducer 
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then takes all set of values that has the alike key and 
syndicates them hooked on a single value. So map takes a set 
of figures parts and crops key/value couples and decrease 
combines things, so that in its home of a set of key/value 
couple sets, you become one result. You can't tell whether the 
task was split hooked on 100 parts or 2 pieces. Mapreduce 
isn't envisioned to supernumerary social databases. It’s 
envisioned is to deliver a lightweight way of software design 
belongings so that they can run debauched by running in alike 
on a lot of machines.  

  

MapReduce is important since it permits ordinary 
designers to use mapreduce collection routines to brand alike 
agendas without consuming to worry about software design 
for intra-cluster communication, task watching or 
disappointment handling. It is useful for tasks such as figures 
mining, log folder analysis, monetary examination and 
scientific simulations. numerous applications of mapreduce 
are obtainable in a variety of software design languages, 
counting Java, C++, Python, Perl, Ruby, and C. Typical 
Hadoop bunch mixes mapreduce and hfds with chief / slave 
building which covers of a chief node and manifold slave 
nodes.  

Master node covers task tracker node (MapReduce layer), 
task tracker node (MapReduce layer), designation node 
(HFDS layer), and Data node (HFDS layer). Manifold slave 
nodes are task tracker node (MapReduce layer) and figures 
node (HFDS layer). Mapreduce layer has task and task 
tracker nodes while  HFDS layer has designation and data 
nodes [11]. 

  

  

Although the Hadoop outline is applied in java TM, 

mapreduce presentations essential not be written in Java. 

Hadoop flowing is a utility which permits users to brand and 

run tasks with any executables (e.g. shell utilities) as the 

mapper and/or the reducer. Hadoop Pipes is a SWIG-

compatible C++ API to tool mapreduce presentations (non 

JNITM based). 

 
2.3 MapReduce Functionality  

The mapreduce functionality be contingent on mapper, 
shuffler and reducer. The mapper maps input key/value 
couples to a set of central key/value pairs. Maps are the 
distinct tasks that alter input annals hooked on central 
records. The transformed central annals do not essential to be 
of the alike type as the input records. An assumed input 
couple may map to zero or frequent production pairs. All 
central values associated with an assumed production key are 
subsequently gathered by the framework, and approved to the 
Reducer(s) to control the latter output. The mapper [16] 
productions are organized and then divided per Reducer. The 
total amount of dividers is the alike as the amount of decrease 
tasks for the job. The intermediate, organized productions are 
unceasingly stowed in a humble (key-length, key, and value-
length) format. The reducer decreases a set of central values 
which portion a key to a lesser set of values. Reducer has 3 
main phases: shuffle, sort and reduce. Input to the reducer is 
the organized production of the mappers. In this phase the 
outline fetches the pertinent divider of the production of all 
the outline [7] collections reducer inputs by keys (since 
dissimilar mappers may consume production the alike key) in 
this stage. The scuffle and sort stages happen simultaneously; 

while map-outputs are being mapper via Http. 

 

Fetched they are merged. If equivalence rubrics for group the 

central keys are obligatory to be dissimilar after those for 

group keys beforehand discount and it can be used to switch 

how central keys are grouped, these can be used in 

combination to simulate subordinate sort on values. In this 

phase the method is called for all <key, (list of values)> 

couple in the gathered inputs. The production of the decrease 

task is typically written to the folder System. The production 

of the reducer is not sorted. 

 
2.3.1 Amount of Maps and Decreases 

The amount of maps is usually driven by the total size of the 

inputs, that is, the total amount of parts of the input files. The 

correct equal of parallelism for maps appears to be 

everywhere 10-100 maps per-node, while it has remained set 

up to 300 maps for very cpu-light map tasks. Task setup takes 

a while, so it is greatest if the maps take at minimum a 

miniature to execute. Thus, if you expect 10TB of input 

figures and consume a part size of 128MB, you'll end up with 

82,000 maps[15], the correct amount of decreases appears to 

be 0.95 or 1.75 multiplied by (no. of nodes* mapred .task 

     [     

  
Fig. 2 Layers in MapReduce   

  

  
Fig. 1 Computation  of MapReduce   

   

Fig. 3  Functionality of MapReduce   
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tracker. reduce. tasks. maximum). With 0.95 all of the 

decreases can presentation directly and start moving map [16] 

productions as the maps finish. With 1.75 the earlier nodes 

will surface their chief rotund of decreases and presentation 

an additional wave of decreases responsibility an abundant 

healthier task of weight balancing. Cumulative the amount of 

decreases upsurges the outline overhead, nonetheless 

upsurges weight complementary and lowers the charge of 

failures. The climbing subjects above are slightly less than 

whole figures to reserve an insufficient decrease slots in the 

outline for speculative-tasks and unsuccessful tasks. 
 

2.4  Figures Group 

In frequent organizations, Hadoop and additional 
mapreduce answers are only the examples in the superior 
figures examination platform. Figures will typically consume 
to be translated in instruction to border perfectly with the 
additional organizations. Similarly, the figures forte consume 
to be transmuted after its unique national to a new national to 
pure examination in mapreduce easier.  

2.4.1 Countryside of Figures 

MapReduce schemes such as Hadoop aren’t being utilized 

precisely for text examination anymore. A cumulative 

amount of users are organizing mapreduce tasks that inspect 

figures once supposed to be excessively problematic for the 

paradigm. One of the greatest clear trends in the countryside 

of figures is the development of image, audio, and video 

analysis. This kind of figures is a thoughtful prospect for a 

dispersed scheme using mapreduce [10] since these annals 

are typically very big. Retailers want to inspect their care 

video to sign what supplies are greatest engaged. Medical 

imaging examination is becoming harder with the 

astronomical resolutions of the image. Videos consume 

colored pixels that alteration over time, laid out an equal grid. 

the figures are inspected in instruction by stimulating to take 

an appearance at 10-pixel by 10-pixel by 5-second unit of 

video and audio as a “record.” as multidimensional figures 

upsurges in popularity, there are additional designs 

presentation how to rationally distinct the figures hooked on 

annals and input ruptures properly. For example, SciDB, an 

open source analytical database, is exactly complete to 

contract with multi-dimensional data. Mapreduce is usually a 

lot analytics system, nonetheless flowing analytics feels alike 

a natural onward motion.  In frequent production mapreduce 

systems, figures are unceasingly flowing in and then becomes 

preserved in lot on an interval. For instance, figures after web 

waiter logs are flowing in, nonetheless the mapreduce [17] 

job is only complete each hour. This is inconvenient for an 

insufficient reasons. First, dispensation an hour’s worth of 

figures at once can strain resources. Unique schemes that 

contract with flowing figures in Hadoop consume cropped up, 

greatest notably the profitable creation alike HStreaming and 

the open-source Storm platform, lately released by Twitter.   

 

III. INPUTS AND PRODUCTIONS 

 

The mapreduce outline functions exclusively on <key, value> 

pairs, that is, the outline views the input to the task as a set of 

<key, value> pairs[15] and crops a production of the task as 

set of <key, value> couples conceivably of distinct types. The 

key and value courses consume to be serializable by the 

outline and henceforth essential to tool the writable interface. 

Additionally, the key courses consume to tool the Writable 

alike border to ease categorization by the framework [13].  

  

3.1 I/O  Types of A MapReduce task 

   

A humble mapreduce package can be written to control how 

frequent times dissimilar words seem in a set of annals for 

example if we the annals alike file1, file2, and folder 3.  

 

Input:  

 

File1: Deer, Bear, river  

File2: Car, Car, river  

File3: Deer, Car, tolerate  

  

We can a write a package in mapreduce by using three 

procedures alike map, combine, and decrease to calculate the 

output.  

  

The chief step is map Step:  

 

 First map           Second map  Third map  

 

<Deer,1>  <Car,1>   <Deer,1>  

<Bear,1>  <Car,1>   <Car,1>  

<River,1>  <River,1>  <Bear,1>  

  

The subordinate step is syndicate Step:   

  

<Bear,1>    <Car,1>   <Deer,1>     <River,1>  

<Beer,1>    <Car,1>   <Deer,1>     <River,1>  

       <Car,1>    

  

 

 

The latter step is decrease Step:  

  

  
F ig.4 Distribution of Input data   
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<Beer,2>      <Car,3>      <Deer,2>  <River,2>  

  

Fig.5 example presentation mapreduce task   

 

3.2 Task Execution And Environment   

   
TaskTracker does Mapper/Reducer task as a youngster 

procedure in a distinct jvm (Java Virtual Machine). The 

youngster task inherits the location of the parental task 

tracker [12]. A User can stipulate environmental variables 

regulatory memory, alike calculation settings, section size. 

Supplies of presentations using mapreduce stipulates the task 

configuration, input/output locations. It source map and 

decrease meanings via applications of appropriate interfaces 

and/or abstract classes.  

  

3.3 Preparation 

  

Usually, Hadoop uses FIFO to agenda jobs. The scheduler 

choice be contingent on volume and fair. Tasks are 

succumbed to the line rendering to their priority. Lines are 

billed rendering to the capitals capacity. Free capitals are 

billed to lines absent after their total volume [9] [10].  

  

IV.PROMINENT USERS 

 

Lots of companies! such as Yahoo!, AOL, eBay, Facebook, 

IBM, Last.fm, LinkedIn, the new York Times, Ning, Twitter, 

and more. In 2007 IBM and google [14] announced an 

inventiveness to use Hadoop to provision university courses 

in dispersed processer programming. In 2008 this teamwork 

and the theoretic mist calculating inventiveness were funded 

by the NSF and shaped the bunch Exploratory package 

(Clue)... 

 

3.3 Amazon’s New Elastic  

Amazon has afford a progressive web facility which tool 

Hadoop facilities as flexible map Reduce. Map decrease is a 

method that has the competence of breaking a task hooked on 

hundreds or smooth thousands of self-governing alike 

processes.  A humble procedure (like counting the words in a 

book) is wrecked up hooked on frequent running stocks (i.e., 

the Map), then collect all stocks hooked on swift counts (i.e., 

the Reduce).  This grants a computer operator to procedure 

hugely big figures sets in an up-to-date manner. 

 

 
 

V.DEDUCTION 

 

Hadoop mapreduce is a broad scale, exposed basis software 

outline devoted to scalable, distributed,  data- intensive 

computing. The mapreduce outline breaks up big figures 

hooked on lesser parallelizable chunks and handles 

scheduling. If you can rewrite procedures hooked on maps 

and Reduces, and your problematic can be wrecked up 

hooked on minor parts solvable in parallel, then Hadoop’s 

mapreduce is the way to go for a dispersed problematic 

resolving tactic to big datasets. Mapreduce outline is 

responsibility tolerant, decisive and ropes thousands of nodes 

and petabytes of data. The upcoming trend in big figures is 

apache Hadoop2. It is the additional repetition of the Hadoop 

outline for dispersed figures processing. Haddop2 adds 

provision for running non-batch presentations as well as 

progressive topographies are envisioned to recuperate scheme 

availability.  

 

REFERENCES 

 
[1]  Yuan Bao ; Lei Ren ; Lin Zhang ; Xuesong Zhang ; Yongliang     

Luo  “Massive sensor data management framework in Cloud 

manufacturing based on Hadoop” Industrial Informatics 

(INDIN), 2012 10th IEEE International Conference on 

Publication Year: 2012 , Page(s): 397 - 401   

[2]   Abbasi, A. ; Khunjush, F. ; Azimi, R. “A preliminary study of 

incorporating GPUs in the Hadoop framework” Computer 

Architecture and Digital Systems (CADS), 2012 16th CSI 

International Symposium on Publication Year: 2012 , Page(s): 

178 – 185  

[3] R.K. ; Manimegalai, R. ; Kumar, S.S.  “Medical Image 

Retrieval System in Grid Using Hadoop Framework Grace”, 

Computational Science and Computational Intelligence 

(CSCI), 2014 International Conference on  Volume: 1  

Publication Year: 2014 , Page(s): 144 – 148 

[4]  Tomar, Anuradha ; Bodhankar, Jahnavi ; Kurariya, Pavan ; 

Jain, Priyanka ; Lele, Anuradha ; Darbari, Hemant ; Bhavsar, 

Virendrakumar C. “Translation Memory for a Machine 

Translation System Using the Hadoop Framework” Advances 

in Computing and Communications (ICACC), 2014 Fourth 

International Conference on Publication Year: 2014 , Page(s): 

203 – 207  

       

  
Fig.6  Amazon’s Map Reduce   Job   

  

  
  



   International Journal of Computer Sciences and Engineering            Vol.-2(9), PP(100-104) Sep 2014, E-ISSN: 2347-2693 

                             © 2014, IJCSE All Rights Reserved                                                                                                                104 

[5]  Lan Huang ; Wang Xiao-wei ; Zhai Yan-dong ; Bin Yang  

“Extraction of User Profile Based on the Hadoop Framework 

Wireless Communications”, Networking and Mobile 

Computing, 2009. WiCom '09. 5th International Conference 

on Publication Year: 2009 , Page(s): 1 - 6  

[6]  Therdphapiyanak, J. ; Piromsopa, K.  “An analysis of suitable 

parameters for efficiently applying K-means clustering to large 

TCPdump data set using Hadoop framework” Electrical 

Engineering/Electronics, Computer, Telecommunications and 

Information Technology (ECTI-CON), 2013 10th International 

Conference on Publication Year: 2013 , Page(s): 1 – 6 

[7] Sethi, Priyanka, Kumar, Prakash “Leveraging hadoop 

framework to develop duplication detector and analysis using 

Mapreduce, Hive and Pig” Contemporary Computing (IC3), 

2014 Seventh International Conference on Publication Year: 

2014 , Page(s): 454 – 460 

[8]  Jai-Andaloussi, S. ; Elabdouli, A. ; Chaffai, A. ; Madrane, N. 

;Sekkaki, A.   “Medical content based image retrieval by using 

the Hadoop framework” Telecommunications (ICT), 2013 

20th International Conference on Publication Year: 2013 , 

Page(s): 1 – 5 

[9]   Hui Li ; Chunmei Liu “Prediction of protein structures using a 

map-reduce Hadoop framework based simulated annealing 

algorithm” Bioinformatics and Biomedicine (BIBM), 2013 

IEEE International Conference on  Publication Year: 2013 , 

Page(s): 6 – 10  

[10] Weikuan Yu ; Yandong Wang ; Xinyu Que “Design and 

Evaluation of Network-Levitated Merge forHadoop 

Acceleration” Parallel and Distributed Systems, IEEE 

Transactions on Volume: 25 , Issue: 3 Publication Year: 2014 , 

Page(s): 602 – 611 

[11] Shen Li ; Shaohan Hu ; Shiguang Wang ; Lu Su ; Abdelzaher, 

T. ;Gupta, I. ; Pace, R. “WOHA: Deadline-Aware Map-

Reduce Workflow Scheduling Framework over Hadoop 

Clusters Distributed Computing Systems (ICDCS)”, 2014 

IEEE 34th International Conference on Publication Year: 2014 

, Page(s): 93 – 103 

[12] Lightweight workflow engine based on HADOOP and OSGI 

Shengmei Luo ; Lixia Liu ; Juan Yang ; Di Zhang Broadband 

Network & Multimedia Technology (IC-BNMT), 2013 5th 

IEEE International Conference on Publication Year: 2013 , 

Page(s): 262 – 267 

[13] Wenjun Wu ; Hui Zhang ; Yaokuan Mao ; Liang Luo  

GreenPipe,”A Hadoop Based Workflow System on Energy-

efficient Clouds” Parallel and Distributed Processing 

Symposium Workshops & PhD Forum (IPDPSW), 2012 IEEE 

26th International  Publication Year: 2012 , Page(s): 2211 - 

2219  

[14] Sethi, M. ; Sachindran, N. ; Raghavan, S. “SASH: Enabling 

continuous incremental analytic workflowson Hadoop Data 

Engineering (ICDE), 2013 IEEE 29th International Conference 

on Publication Year: 2013 , Page(s): 1219 – 1230 

[15] Gattiker, A. ; Gebara, F.H. ; Hofstee, H.P. ; Hayes, J.D. ; 

Hylick, A.  “Big Data text-oriented benchmark creation for 

Hadoop” IBM Journal of Research and Development  Volume: 

57 , Issue: 3/4  Publication Year: 2013 , Page(s): 10:1 - 10:6 

[16] Liu, Yewei ; Xiao, Guirong ; Wu, Jianwei ; Lin, Jianfeng  

CSWf: A cloud service workflow system Information Science 

and Technology (ICIST), 2013 International Conference on 

Publication Year: 2013 , Page(s): 408 – 413 

[17] Zhuoyao Zhang ; Cherkasova, L. ; Boon Thau Loo  Getting 

more for less in optimized MapReduce workflows Integrated 

Network Management (IM 2013), 2013 IFIP/IEEE 

International Symposium on  Publication Year: 2013 , Page(s): 

93 – 100 

[18] Altintas, I.“Workflow-driven programming paradigms for 

distributed analysis of biological big data” Computational 

Advances in Bio and Medical Sciences (ICCABS), 2013 IEEE 

3rd International Conference Publication Year: 2013 , 

         Page(s): 1-5 

[19] Rongrong Gu ; Shaochun Wu ; Han Dong ; Yongquan Xu ; 

Gaozhao Chen ; Lingyu Xu  A Modeling Method of Scientific 

Workflow Based on Cloud Environment Computer and 

Information Science (ICIS), 2012 IEEE/ACIS 11th 

International Conference on  Publication Year: 2012 , Page(s): 

31 – 36 

[20] Tudoran, R. ; Costan, A. ; Rad, R.R. ; Brasche, G. ; Antoniu, 

G.  “Adaptive file management for scientific workflows on the 

Azure cloud Big Data”, 2013 IEEE International Conference 

on Publication Year: 2013 , Page(s): 273 - 281 

[21] Jingui Li ; Xuelian Lin ; Xiaolong Cui ; Yue Ye “Improving 

the Shuffle of Hadoop MapReduce Cloud Computing 

Technology and Science (CloudCom)”, 2013 IEEE 5th 

International Conference on  Volume: 1 Publication Year: 

2013 , Page(s): 266 – 273 

[22] Yandong Wang ; Cong Xu ; Xiaobing Li ; Weikuan Yu “JVM-

Bypass for Efficient Hadoop Shuffling” Parallel & Distributed 

Processing (IPDPS), 2013 IEEE 27th International 

Symposium on Publication Year: 2013 , Page(s): 569 – 578 

[23] Mandal, A. ; Yufeng Xin ; Baldine, I. ; Ruth, P. ; Heerman, C. 

; Chase, J. ; Orlikowski, V. ; Yumerefendi, A. “Provisioning 

and Evaluating Multi-domain Networked Clouds for Hadoop-

based Applications Cloud Computing Technology and Science 

(CloudCom)”, 2011 IEEE Third International Conference on 

Publication Year: 2011 , Page(s): 690 - 697  

[24] Wasi-Ur-Rahman, M. ; Islam, N.S. ; Xiaoyi Lu ; Jose, J. ; 

Subramoni, H. ; Hao Wang ; Panda, D.K.D. “High-

Performance RDMA-based Design of HadoopMapReduce 

over InfiniBand” Parallel and Distributed Processing 

Symposium Workshops & PhD Forum (IPDPSW), 2013 IEEE 

27th International Publication Year: 2013 , Page(s): 1908 – 

1917 

[25] Hadoop Acceleration in an OpenFlow-Based Cluster Narayan, 

S. ; Bailey, S. ; Daga, A.  High Performance Computing, 

Networking, Storage and Analysis (SCC), 2012 SC 

Companion: Publication Year: 2012 , Page(s): 535 - 538 


