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Abstract— Multi-document summarization aims at generating a comprehensive summary of multiple documents related to 

a common topic without repeatedly conveying the same piece of information while covering the essential information from 

all the documents. Extractive summarization methods exist to handle Multi-document summarization, while the 

Abstractive summarization methods are limited to handling single-document summaries. This paper proposes abstractive 

summarization of multiple documents by extending the state-of-the-art single-document abstractive summarization model 

Pointer-Generator to generate a multi-document summary. The short abstract summaries generated upon multiple 

applications of the Pointer-Generator model on individual documents are clustered at the sentence level using Skip-thought 

embeddings. The representative sentences from each of the clusters constitute the final summary in order to avoid similar 

sentences while generating the multi-document abstractive summary without loss of information. The proposed 

methodology is evaluated using the DUC2004 benchmark dataset and observed a gain of 2 to 7 points of ROUGE scores 

compared to existing state of the art methods. 
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I. INTRODUCTION 

The growth in information technology and its advances 

have catastrophically increased the volume of data 

generated in recent years. The huge volumes of data hence 

generated calls for quick and automated solutions for its 

effective and insightful management. With the rapidly 

growing data, more sophisticated solutions are also being 

proposed concurrently to handle the huge volumes in many 

other better ways while consuming lesser time.  

Plenty of real-time use cases are being explored [1][2][3] 

on how the huge data collections could be utilized to 

generate unseen insights from the data and consume it to 

improve the performance of the organizations in a 

profitable and competitive way. One of the essential 

solutions for managing the collections of textual data is the 

automatic summarization of the documents.  

Extractive summarization techniques select the essential 

parts of the original document and assemble them to 

generate a summary. In contrast, Abstractive 

summarization techniques involve synthesizing new 

sentences that represent the gist of the original document 

and are closer to a human-generated summary.  

The state-of-the-art abstractive summarization approaches 

are limited to handling only a single document at a time. 

Hence, to generate a comprehensive summary of multiple 

articles related to a topic with opinion diversities, the 

authors propose two novel architectures for abstractive 

multi-document summarization: Multi-document 

Summarization using a Cascade of Abstractive and 

Extractive summarization [4] and the Hybrid Multi-

document Abstractive Summarization using Sentence-level 

embeddings.  

The current work generates abstractive multi-document 

summaries using sentence embeddings, Skip-thought 

vectors [5] to select the most representative sentences from 

the document collection without any repetition by 

excluding similar sentences.  

II. RELATED WORK 

The introductory research works on summarization were 

mostly based on the Extractive summarization, which has 

almost come to a saturation. With the inception of Deep 

Learning approaches using Neural Networks the entire 

focus of researchers in the summarization field have shifted 

towards the Abstractive Summarization of documents.  

Some of the recent extractive summarization approaches 

are briefed below. Horacio et al. [6] presented an overview 

of the summarization models in their survey, along with the 

methods used for evaluating the automatic summaries. The 

paper [7] discusses an approach to derive extractive 

summarization of factual reports using deep learning in 

three phases, namely feature extraction, feature 

enhancement, and summary generation.  
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The paper [8] elaborates on the use of Recurrent Neural Net 

Language Modelling (RNNLM) for extractive broadcast 

News summarization. The authors of the work [9] 

presented an extractive single-document summarization 

model to extract words or sentences based on neural nets 

and continuous sentence features.  

Some of the recent research towards abstractive 

summarization are: The research work [10], presents a 

survey on the abstractive methods for text summarization 

techniques divided into structured and semantic 

approaches. Abstractive text summarization for single-

documents using Attentional Encoder-Decoder Recurrent 

Neural Nets is studied in work [11]. 

Abstractive summarization models using multi-task 

learning is proposed in the paper [12], where decoder 

parameters are shared with those of an entailment 

generation model, the work adopts a paradigm of sequence-

to-sequence multi-task learning proposed by [13], as a 

baseline model.  

The work [14] proposes a novel coarse-to-fine attention 

model. The model proposed in [15] is the beginning of 

successful neural machine translation that is entirely 

inspired on a data-driven approach. The paper discussed in 

[16] provides an overview of the recent developments to 

abstractive headline generation for documents using 

recurrent neural networks.  

See et. al, proposed a Hybrid document summarization 

architecture, Pointer-Generator network [17], which can 

extract critical portions of the input text via pointers while 

generating novel sentences to build the multi-sentence gist 

of the input document with excellent coverage and 

cohesion. The work proposed in [4] makes use of the 

abstractive single-document summarization using Pointer-

Generator and Cascades the output of multiple applications 

of single-document abstractive summaries using another 

multi-document Extractive summarization method. 

III. ABSTRACTIVE MULTI-DOCUMENT  

SUMMARIZATION ARCHITECTURES 

Abstractive summarization synthesizes novel statements to 

form the summary of a document and is presently limited to 

only single-document summarization. Single-document 

summarization captures the overall content from a single 

document to generate the summary. Multi-document 

summarization, on the other hand, tries to summarize a 

group of related documents discussing the same topic into a 

single summary, which includes the essential sentences 

from all the documents in the group.  

The main challenge with multi-document summarization 

while generating the final summary is coverage, that is to 

captures most of the critical information in the group of 

documents and to avoid redundancy in the form of repeated 

information in the summary. The following sections 

elaborate on the two proposed Multi-document Abstractive 

Summarization architectures.     

A. Multi-document Abstractive Summarization as a 

Cascade  

The Multi-document Summarization as a Cascade is 

established to integrate the merits of Abstractive single-

document summarization and Extractive multi-document 

summarization and achieves the benefits of both. The 

Multi-document Abstractive Summarization architecture 

works in two phases. In the first phase of the architecture, 

the pre-trained Pointer-Generator model [17], which is 

trained on the News articles from CNN/DailyMail, is used 

to generate the summaries for the news articles from the 

DUC2004 corpus.  

The state-of-the-art Pointer-Generator model is used to 

create the shorter abstract summaries of the individual 

News articles from the clusters of Unifiable News articles 

[18]. In the second phase, multi-document abstractive 

summarization is applied on the shorter abstractive 

summaries generated in the previous phase. The 

architecture diagram of the Multi-document Abstractive 

Summarization as a Cascade of Abstractive and Extractive 

approach [4] is shown in Fig 1. 

 

 
Fig 1: Multi-document Summarization Architecture. 

 
Fig 2: Hybrid Multi-document Summarization using Sentence embeddings. 
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B. Hybrid Multi-document Abstractive Summarization 

using Sentence embeddings  

Hybrid Multi-document Abstractive Summarization using 

Sentence embeddings architecture generates a multi-

sentence summary from multiple documents based on a 

common topic. The Hybrid Multi-document, abstractive 

summarization architecture, discussed below is similar to 

the Cascade architecture proposed earlier and works in two 

phases. The Hybrid Multi-document abstractive 

Summarization using Sentence embeddings architecture is 

shown in Fig 2. 

1. Methodology  

The first phase of the proposed architecture generates the 

short intermediate abstract summaries for all the documents 

in a cluster individually using the Pointer-Generator 

model.  

Once the short intermediate abstract summaries are 

generated, the next phase in the architecture, groups the 

sentences from all the multiple summaries based on their 

nearness using partitional clustering on the sentence level 

embeddings Skip-thought.  

Pointer-Generator: The Pointer-Generator[17] 

architecture extracts key portions of the input document via 

pointers and generates novel sentences using the generator 

to create the multi-sentence summary of the input 

document. The Pointer-Generator architecture is the state-

of-the-art that generates a multi-sentence summary of text 

documents. The architecture overcomes the limitations of 

abstractive summarization methods which were limited to 

sentence to sentence summarization. A brief introduction to 

the architecture is presented in [4]. 

Skip-thought Vectors: Skip-thought is an unsupervised 

sentence encoder framework which is used to compute the 

sentence-level embeddings for the documents. It is an 

encoder-decoder based model that reconstructs the 

sentences based on the surrounding sentences of an 

encoded passage. Skip-thought works in a way that the 

sentences with similar semantic and syntactic 

representations are mapped to similar vector 

representations. The architecture of Skip-thought 

embeddings is briefed in the following Section 2. 

The proposed architecture makes use of the Pointer-

Generator in the first phase and Sentence-level embeddings 

Skip-Thought in the later phase to select the most 

representative sentences of the clusters of documents while 

avoiding similar sentences in the final multi-document 

abstract summary.  

In the second phase the short abstract summaries hence 

generated using the Pointer-Generator are combined, and 

their sentence level embeddings using Skip-thought vectors 

[5] are computed. The obtained sentence vectors are 

clustered using the k-Medoids clustering algorithm and 

based on the clustering, the sentences which are most 

centrally located in the clusters are chosen to form the final 

summary of the multiple documents.  

The k value in the k-Medoids clustering algorithm is the 

number of clusters to be formed. Based on the total number 

of sentences in all the short abstract summaries, the number 

of clusters to be created could be chosen. In this work, the 

authors choose the number of clusters based on the square 

root of the total number of sentences in the collection.  

Once the number of clusters to be formed is decided, the 

sentences are clustered, and the most central representative 

sentences from each of the clusters are included in the final 

summary. The sequence of the candidate sentences in the 

final summary is based on the original order of the 

sentences in their respective clusters. 

The medoids of the clusters of sentences, being the central 

represents the rest of the sentences of the cluster. The 

sentences represented by the medoids of various clusters 

essentially captures the semantics of all the sentences in the 

multiple short abstract summaries of the previous phase and 

hence constitute the final summary.  

 

Figure 3: Skip-thought Model representation 

 

2. Skip-thought Vectors 

Skip-thought vectors makes use of the order of the sentences 

in the natural language to “self-supervise” and train 

itself. The contents in any sentence are assumed to be 

helpful in the better reconstruction of the neighbouring 

sentences. The decoders of the model are trained in a way to 

minimize the reconstruction error of the previous and next 

sentence given the embeddings, of the current sentences, i. 

To train the Skip-thought model, the sentence tuples (si-1, si, 

si+1) consisting of the previous sentence, the current 

sentence, and the next sentence is used. The model 

representation of Skip-thought Vectors is as shown in the 

Fig 3. 

Skip-thoughts model consists of three parts:  
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 The Encoder Network: This takes the sentence x(i) at 

index i to generate a fixed-length representation z(i). It 

is built using a recurrent neural network like GRU 

(Gated Recurrent Units) or LSTM to learn the 

semantics of a sentence by processing the words 

sequentially. 

 The Previous Decoder Network: The fixed-length 

representation of i
th

 sentence z(i) is used to generate 

the sentence embeddings of the (i-1)
th

 sentence. The 

Previous Decoder Network unit is built using a 

recurrent neural network GRU or LSTM, to generate 

the sentence embedding sequentially. 

 The Next Decoder Network: This considers the 

fixed-length representation of i
th

 sentence z(i) and tries 

to generate the sentence embeddings of the (i+1)
th

 

sentence. Again, a recurrent neural network similar to 

the Previous Decoder Network is used. 

IV. EXPERIMENTATION AND RESULTS 

A. Datasets used 

CNN/DailyMail: The authors of 11], Nallapati et. al,  

generated the abstractive summaries for each News article 

in the stories directory of the question-answering dataset 

created by [19], by combining all the human-generated 

abstractive summary bullets for all the stories in their 

original order, to get a multi-sentence abstractive summary, 

where all bullets are treated a sentence in the summary.  

DUC2004: Document Understanding Conference (DUC) 

2004, consist of about 500 documents which are organized 

in 50 clusters, each cluster contains 10 News articles 

related to a common News topic form NEWSWIRE. Task 2 

from DUC2004 is dedicated to generic multi-document 

summarization.  

B.  Generating short abstract for DUC2004 

The files in the DUC2004 corpus are pre-processed as 

elaborated in [4], to match the file structure in 

CNN/DailyMail, the pre-processed DUC2004 files are 

tokenized using the Stanford CoreNLP tokenizer and later 

converted to a binary format to generate the short abstract 

summaries of the documents in the DUC2004 folder. The 

Encoder of the model captures the first 400 words in the 

news articles using its encoding steps and produces a 

summary of length 100 words in terms of decoding steps by 

the decoder part of the Pointer-Generator model.  

The generated abstract summary files are retained in the 

respective folders using the same naming conventions used 

in the original DUC2004. Thus, in the first phase of the 

proposed architectures, the decoded files for each of the 

DUC2004 files are generated, which are the abstract short 

summaries for all the 500 documents in the corpus. 

C. Evaluation  

Recall-Oriented Understudy for Gisting Evaluation or 

ROUGE [20] is a Recall based metric that is used for 

evaluating the fixed-length summaries by making use of n-

gram co-occurrence of words or phrases in summaries 

generated with respect to reference summaries written by 

humans. The effectiveness of the proposed Hybrid Multi-

document Summarization using Sentence embeddings 

Architecture is evaluated on the DUC2004 benchmark 

dataset using the ROUGE metric.  

ROUGE 1, ROUGE 2, ROUGE 3, and ROUGE L 

measures of the ROUGE metric are recorded and tabulated 

for evaluation. In the proposed work, the ROUGE scores of 

the automatically generated summaries with the existing set 

of four ideal human-written summaries, are calculated 

using the Python software package. 

D. Results  

The ROUGE-1, ROUGE-2, ROUGE-3, and ROUGE-L 

scores using the proposed architectures in comparison to 

LexRank [21] and MMR [22] multi-document extractive 

summarization models are shown in Table I. The Recall 

value of the ROUGE score calculated for the proposed 

architectures in comparison to the other methods is 

presented in the evaluation table.  

The Multi-document Summarization as a Cascade (MSC) 

architecture has achieved 5 points improvement over 

LexRank while the Hybrid Summarization using Sentence 

embedding (HSSE) architecture have achieved 7 points 

improvement over the extractive multi-document 

summarization method LexRank.  

Table I: Comparison table for ROUGE scores. 

Algorithm Rouge 1 Rouge 2 Rouge 3 Rouge L 

HSSE 0.45025 0.08962 0.03004 0.3437 

MSC 0.43013 0.08056 0.02526 0.3326 

LexRank 0.38926 0.07256 0.0197 0.30853 

MMR 0.32809 0.05425 0.01348 0.28925 

ROUGE scores obtained by the proposed architectures its 

comparison with other methods is shown in Fig 4, which 

clearly shows the improved performance of the proposed 

methods over the traditional ones. 

 

Fig 4: ROUGE Scores 
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The figure shows a consistent improvement of the proposed 

methods with respect to all the measures of ROUGE. 

V. CONCLUSION 

Hybrid Multi-document Abstractive Summarization using 

Sentence embeddings architecture generates a multi 

document multi sentence abstract summary in two phases. 

The architecture makes use of the Pointer-Generator to 

obtain the multiple short abstract summaries with possible 

redundancy in the first phase, and the Skip-thought 

embedding in the later phase to select the most 

representative sentences of the clusters of sentences upon 

clustering, to generate the final multi document summary.  

The effectiveness of the proposed Hybrid Multi-document 

Abstractive Summarization using Sentence embeddings 

architecture is established using the ROUGE metric using 

the benchmark dataset DUC2004 with 7 points 

improvement over LexRank and 2 points improvement 

over the Multi-document Abstractive Summarization as a 

Cascade approach. 
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