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Abstract— Breast cancer is a fatal disease causing high mortality in women. By applying data mining techniques people can 

work on the extraction of hidden, historical and previously unknown large databases. The development of the technique have 

promised towards intelligent component in medical decision support systems. Here efficient information have been mined from 

the machine learning. ANN has been widely used in breast cancer diagnosis. In the proposed system the desired output were 

chosen and applied to ANN for preprocessing, classification and so on. The breast cancer data set from UCI data sets will be 

used to demonstrate different activities. 
 

Keywords— ArtificialNeuralNetwork,ANN,DataMining,BreastCancer 

I.  INTRODUCTION  

Brain tumor is an abnormal growth of tissue in the brain or 

central spine that can hamper proper brain function. The 

masses grow rapidly in an uncontrolled way. A primary brain 

tumor starts from cells in the brain. Secondary tumors are 

mainly generated from another part of the body. Secondary 

brain tumors are actually composed of cancer cells from 

somewhere else in the body that have been metastasized, or 

spread already to the brain. Cancer can be diagnosed by 

classifying tumors in two different types such as malignant 

and benign. Benign tumors represent an unnatural outgrowth 

but rarely lead to a patient’s death; yet, some types of benign 

tumors, too, can increase the possibility of developing 

cancer. On the other hand, malignant tumors are more 

serious and their timely diagnosis contributes to a successful 

treatment. As a result, predication and diagnosis of cancer 

can boost the chances of treatment, decreasing the usually 

high costs of medical procedures for such patients. 

Generally, there are two types of BC that are in situ and 

invasive. In situ starts in the milk duct and does not spread to 

other organs even if it grows. Invasive breast cancer on the 

contrary, is very aggressive and spreads to other nearby 

organs, and destroys them as well. It is very important to 

detect the cancerous cell before it spreads to other organs; 

thus, the survival rate for patient will increase to more than 

97%. Htet Thazin Tike Thein[13] describes a to create an 

effective tool for building neural models to help us making a 

proper classification of various classes of breast cancer. 

Using this model, an automated classification of various 

types of breast cancer was performed by avoiding the 

question of the expert concerning the recognition of cancer 

required, improving the identification of breast cancer 

classification. Janghel[15] proposed the ability of the 

different neural networks to classify the applied input into 

either of the two classes configurations It saw that 95.82 had 

a testing accuracy of LVQ, 74.48 had a testing accuracy of 

CL and 51.88 had a testing accuracy of MLP. 

 

II. RELATED WORK  

Bray [1] describes a Cancer, medically defined as a 

malignant neoplasm, is a board group of disease involving 

unregulated cell growth. Smith [6] describes an automated, 

fast and robust method for segmenting MR head scans into 

brain and non-brain parts. It is very robust and accurate and 

has been tested on thousands of data sets from a wide variety 

of scanners and taken with a wide variety of MR 

sequences.Somasundaram [7] focuses on two unsupervised 

and knowledge based methods to extract brain parts 

automatically using region labelling and morphological 

operations. It performed to obtain the fine brain on the 

assumption that brain is the largest connected component 

[LCC].Amit Tate [8] describes a major classification 

techniques used for prediction of classes using supervised 

learning dataset. It presents a comparative study on the 

performance of various classifiers of data mining over high 

dimensional data. It observe that Random Forest algorithm 

performed well with respect to all the factors.Beant Kaur 

[10] describes the huge amounts of data generated for 

prediction of heart disease are too complex and voluminous 

to be processed and analyzed by traditional methods. An 

different survey papers in which one or more algorithms used 

in prediction of heart disease. By applying different 
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algorithms the best results found by the neural networks that 

gives the 100% accuracy & decision tree gives 99.62 % 

accuracy of results in prediction of heart disease. The use of 

data mining techniques to identify a suitable treatment for 

heart disease patients has received less attention. Different 

classification algorithms produce different result on base of 

accuracy, training time, precision, recall.Venkatesan [11] 

proposed a classification algorithms predict the hidden 

information in the medical domain. Classification is used to 

classify the elements permitting to the features of the 

elements through the predefined set of classes. The 

performances of classification accuracy of J48, AD Tree, BF 

Tree and classification and regression trees (CART) 

algorithms using various accuracy measures like False 

Positive Rate, True Positive Rate, Recall, Precision, Receiver 

Operating Characteristic Area and F-measure. In the 

implementation process, it is considered only the numerical 

values of some attributes in the breast cancer data. 

III. METHODOLOGY 

For experiment analysis the data set breast cancer is selected 

from UCI data repository. This data sets consists of 2 

different types of breast cancer they are namely no 

recurrence events, recurrence events. Table 1 shows data set 

consists of 9 attributes and 286 instances. 

 
                        Table 1: Breast file 

 
Class Age MP TS IN N

C 

DM Breast BQ IR 

NRC 32 preme

no 

33 1 no 3 Left Lefi-low no 

NRC 45 preme

no 

22 2 no 2 Right Right- up no 

NRC 47 preme

no 

23 1 no 2 Left Lefi-low no 

NRC 65 ge40 16 2 no 2 Right Lefi-up no 

NRC 46 preme

no 

3 0 no 2 Right Right- 

low 

no 

NRC 62 ge40 15 1 no 2 Left Lefi-low no 

NRC 53 preme

no 

26 2 no 1 Left Lefi-low no 

NRC 64 ge40 22 1 no 2 Left Lefi-low no 

NRC 44 preme

no 

51 2 no 2 Left Lefi-low no 

NRC 46 preme

no 

23 1 no 1 Right Lefi-up no 

NRC 49 preme

no 

3 1 no 3 Left Central no 

 

NRC-No Recurrence Events    MP – MenoPause    
DM - Deg-malig          TS - Tumor Size  

BQ -  Breast quad        IN - Inv nodes     
IR -    Irradit                 NC - Node Caps 

 

Preprocessing: 

This exercise illustrates some of the basic data preprocessing 

operations that can be performed. It is required to prove 

method of resolving such issues. Data cleaning is process of 

fill in missing values, smoothing the noisy data, identify or 

remove outliers, and resolve inconsistencies. Integration of 

multiple databases, data cubes, or files. 

Classification: 

It is a Data analysis task, i.e. the process of finding a model 

that describes and distinguishes data classes and concepts. 

Classification is the problem of identifying to which of a set 

of categories (sub populations), a new observation belongs 

to, on the basis of a training set of data containing 

observations and whose categories membership is 

known.Table2 shows various comparison classifier algorithm 

results by various breast cancer data sets. It describes the 

Mean Absolute Error, Root Mean Square Error. 

 
    Table 2.Comparison of Classifier Algorithm & Results 

 

The main aim to analyze the classification algorithms 

performance for breast cancer data as per table1. They are 

analyzed using classification ZeroR, OneR, J48, Random                  

Forest, Decision Table, Bayes Net, Naive Bayes, Logistic, 

Multilayer Perceptron algorithms.  A comparative study of 

classification accuracy in ZeroR, OneR, J48, Random Forest, 

Decision Table, BayesNet, NaiveBayes, Logistic, Multilayer 

Perceptron is carried out in this work. The TP Rate FP Rate 

and precision analysis is also carried out. The various 

formula as used for the calculation of different measures are 

as follows. The following formula is used to calculate the 

proportion of the predicted positive cases, Precision P using 

TP = True Positive Rate and FP = False Positive Rate as,  

 

                            (1) 

 
It has been defined that Recall or Sensitivity or True Positive 

Rate (TPR) means the proportion of positive cases that were 

correctly identified. It will be computed as 

 

             (2) 

 

Algorith
m 

Time 
taken to 

build the 

model(Sec
s) 

Correct
ly 

classifi

ed 
instanc

e (%) 

InCorrect
ly 

classified 

instance 
(%) 

Total 
Numbe

r of 

instanc
e 

Mean 
Absol

ute 

Error 

Root 
Mean 

Error 

ZeroR 0 63.63 36.36 % 11 0.5 0.51 

OneR 0 81.81 18.18 11 0.18 0.42 

J48 0.06 63.63 36.36 % 11 0.31 0.48 

Random 

Forest 

0.05 63.63 36.36 11 0.39 0.44 

Decisio
n Table 

0.02 63.63 36.36 % 11 0.52 0.53 

Bayes 

Net 

0 72.72 27.27 11 0.26 0.34 

Naïve 
Bayes 

0 45.45 54.54 11 0.51 0.63 

Logistic 0.01 72.72 27.27 11 0.27 0.52 

Multilay

er 
Perceptr

on 

0.08 81.81 18.18 11 0.24 0.42 



   International Journal of Computer Sciences and Engineering                                     Vol.7(4), Apr 2019, E-ISSN: 2347-2693 

  © 2019, IJCSE All Rights Reserved                                                                                                                                        966 

Where FN =False Negative Rate 

 

                     (3) 

 

The above formula will calculate the accuracy (the 

proportion of the total number of predictions that were 

correct) with TN = True Negative. Sensitivity is the 

percentage of positive records classified correctly out of all 

positive records. 

 

                         (4) 

Specificity is the percentage of positive records classified 

correctly out of all positive records.                

        

                                     (5) 

 

ROC stands for Receiver Operating Characteristic.A 

graphical approach for displaying the trade-off between True 

Positive Rate (TPR) and False Positive Rate (FPR) of a 

classifier are given as follows 

 
                        Table 3.Classification Result Of Testing Data 

 

Breast cancer data contains the tumors that represents the 

severity of the disease and the tumors are correctly classified 

from the training data set, the error rates and accuracy are 

calculated using classifiers. The confusion matrix helps us to 

find the various evaluation measures like accuracy, recall and 

precision, F-Measure and Receiver Operating Characteristic 

Area etc. Table 3 shows classification results of breast cancer 

testing data by using its various classification algorithm 

Logistic Regression and Multilayer Perceptron produce 

better result. Table 4 shows the classification results of breast 

cancer testing data accuracy by weighted average. 
                             
                               

 

 
 

Table 4. Accuracy by weighted average 

 

Performance Evaluations 

Mean Absolute Error 
The mean absolute error (MAE) is a quantity used to 

measure predictions of the eventual outcomes. The mean 

absolute error is an average of the absolute errors. The mean 

absolute error is given by      

                    n                    

            MAE =    ∑   |yj- ŷj| 

                                  j=1                

           MAE – Mean Absolute Error 

  Where 

 { yj }is the actual observations time series  

 { ŷj 
 
} is the estimated or forecasted time series 

 
Root Mean Squared Error 

The difference between values predicted by a model and the 

values actually observed from the environment that is being 

modelled. It is the square root of the average of squared 

errors. The effect of each 

 

     n 

RMSE =    
      
∑   |yj- ŷj| 

                               j=1 

 

Figure 1 shows the multilayer perceptron network such 

as.input layer,hidden layer and output layer. 

 
                  Figure 1: Multilayer Perceptron 

Algorithm TP Rate FP Rate Precision F-Measure ROC 
Area 

ZeroR 1.000 1.000 0.636 0.778 0.018 

OneR 1.000 0.500 0.778 0.875 0.750 

J48 1.000 1.000 0.636 0.778 0.750 

Random 
Forest 

1.000 1.000 0.636 0.778 0.821 

Decision 

Table 

0.857 0.000 1.000 0.923 0.857 

Bayes 
 Net 

1.000 0.750 0.700 0.824 0.893 

Naïve Bayes 0.714 1.000 0.556 0.625 0.214 

Logistic 0.857 0.000 1.000 0.923 0.857 

Multilayer 

Perceptron 

0.857 0.250 0.857 0.857 0.857 

Algorithm TP 

Rate 

FP Rate Precision F-

Measure 

ROC 

Area 

ZeroR 0.636 0.636 ----- ----- 0.018 

OneR 0.818 0.318 0.859 0.799 0.750 

J48 0.636 0.636   0.750 

Random 

Forest 

0.636 0.636 ----- ----- 0.821 

Decision 

Table 

0.909 0.052 0.927 0.911 0.857 

Bayes Net 0.727 0.477 0.809 0.670 0.893 

Naïve 

Bayes 

0.455 0.740 0.354 0.398 0.214 

Logistic 0.727 0.370 0.720 0.717 0.821 

Multilayer 

Perceptron 

0.818 0.211 0.818 0.818 0.857 
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IV. RESULTS AND DISCUSSION 

Above section involves the study of nine algorithms and each 

of its technical applications   introduced previously, and 

testing each one of them and classified on a set of breast 

cancer data related to medical information. The Accuracy of 

a classifier on a given test set is the percentage of test set 

tuples that are correctly classified by the classifier. 

Incorrectly classified instances means the sum of FP and FN. 

The total number of correctly instances divided by total 

number of instances gives the accuracy. Correctly classified 

instances give the accuracy of the model. Correctly and 

incorrectly classified instances will be partitioned in numeric 

and percentage value. In the next part, mean absolute error, 

root mean squared error will be consider as parameters for 

evaluation. Table 5 shows the time taken to bulid the model.  

 
             Table 5: comparison of time taken to build the model (secs) 

Zer
oR 

On
eR 

J48 Rando
m 

Forest 

Decisio
n Table 

Bay
es 

Net 

Naï
ve 

Bay

es 

Logi
stic 

Multilay
er 

Perceptr

on 

0 0 0.0

6 

0.05 0.02 0 0 0.01 0.05 

 

V.CONCLUSION AND FUTURE SCOPE  

This research work evaluate the performances in terms of 

classification accuracy of ZeroR, OneR, J48, Random Forest, 

Decision Table, BayesNet, Naive Bayes, Logistic, Multilayer 

Perceptron using various accuracy measures like FP rate, TP 

rate, Recall, Precision, ROC Area and F-measure. .The 

experimental results shows that the highest accuracy 81% is 

found in OneR and Multilayer Perceptron where as ZeroR, 

OneR, J48, Random Forest, Decision Table 63% and 

accuracy 72% is found in logistic and BayesNet algorithm. 

Rest of the algorithm take 45%.Based on the classification 

results of all the algorithms, the performance of OneR and 

Multilayer Perceptron algorithm is better than the other 

algorithms for the chosen data set 
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