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Abstract—Genetic Algorithms are earning respect in different fields of Operation Research like Transportation and Traveling 

Salesman Problem, etc. However, the best solution they produce needs several iterations to obtain. This paper develops a new 

hybrid method for Travelling Salesman Problem. The proposed hybrid method delivers same solution each time unlike genetic 

algorithms. The efficiency is compared against following existing crossover operators; namely, Order Crossover, Modified 

Order Crossover, Sequential Constructive Crossover, Modified Sequential Constructive Crossover. Experimental results show 

that the proposed hybrid method is better than the compared methods. 
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I.  INTRODUCTION  

Traveling Salesman Problem 

Combinatorial optimization problem [1] contains a broad 

study of the Travelling Salesman Problem (TSP) [2].  The 

problem is to obtain an optimized route for a salesman who 

needs to visit each city exactly once and returns to its starting 

city such that the cost of its entire tour is minimized to an 

optimum level. The problem can be well represented by a 

weighted graph G having N cities and E paths between cities. 

The graph is complete graph with each city connected to 

another city with edge e.  Let G = (N, E) be a graph where N 

is a set of vertices representing cities and E is the set of 

edges representing paths. Let cij be a distance between each 

i
th

 and j
th

 city having edge e ϵ E, which can be calculated 

using following Euclidean distance: 

2 2( ) ( )ij i j i jc x x y y   
 

where (xi, yi) and (xj, yj) represents coordinates of city i and 

city j.  

Above formulation can be represented using matrix, known 

as cost matrix. C = (cij), i, j=1, 2, 3,…,m, where m is the total 

number of distinct paths formed for each city. In cost matrix 

C the (i, j)
th

 entry, cij, represents the cost of travel from i
th 

city 

to j
th

 city. The path with least cij is considered as shortest 

path. 

 

Literature Review………………………………………….. 

The importance of the Travelling Salesman Problem (TSP) is 

that it belongs to a larger class of problems known as 

combinatorial optimization problems. TSP is broadly 

recognized as NP-hard problems [3] as no algorithm is able 

to solve it in the polynomial time. Hamiltonian cycle [4] and 

TSP both, ask for a tour to visit each vertex exactly once. 

However, TSP works on weighted graphs, while Hamiltonian 

cycle works on un-weighted graphs. The nominal anticipated 

time to get optimal solution is exponential. The problem is to 

find the shortest possible route that a salesman can follow in-

order to visit each city exactly once and return to the starting 

point/city. The problem seems to be pretty easy to solve, but 

time expands exponentially as there is no short-cut way of 

finding the optimal route in terms of distance/time. It is 

pretty obvious that techniques like Brute-force could not be 

applied to such problems as the time will depend on the 

combination of given number of cities which is not feasible. 

For instance, consider a typical case of 16 cities which will 

have 653,837,184,000 distinct routes. However, different 

algorithms have been developed which are able to produce 

optimized routes or nearly close to it using Heuristics and 

Exact algorithms. Cutting plane or Branch and Bound 

method [5, 6] is one of the most effective exact algorithms, 

but has high time complexity. On the other hand, a heuristic 

or meta-heuristic algorithm takes considerable less time than 

exact algorithms and is able to provide near optimal solution. 

The most commonly used heuristic and meta-heuristic 

algorithms are Greedy algorithms, 2-opt algorithms, 

Simulated Annealing [7], Tabu Search [8], Ant Colony 
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Optimization [9], Genetic Algorithms [10], etc. In this paper, 

Modified Sequential constructive crossover (MSCX) [11] 

was compared with the Proposed Hybrid method which in 

turn is compared with three other Genetic algorithms namely 

Order Crossover (OX) [12], Modified OX (MOX) [13] and 

Sequential Constructive Crossover (SCX) [14] respectively. 

A complete historical development of TSP and related 

problems can be found in Hoffman and Wolfe [15], 

Applegate et al.  [16] and Cook [17]. 

Rest of the paper is organized as follows, Section I contains 

the introduction of Traveling Salesman Problem , Section 

II contain the related work of compared methods: OX, 

MOX, SCX, MSCX, Section III describes the Proposed 

Hybrid Method, Section IV contain the algorithm for 

Proposed Hybrid Method, Section V describes results and 

conclusion in Section VI. 

II. RELATED WORK 

Order Crossover (OX) 

OX starts by selecting two random cut points on parent 

chromosomes. In order to get the offspring, the string 

between two randomly selected cut points of parent1is 

copied to the same position of offspring first, then the 

remaining positions of the offspring is filled by considering 

the sequence of cities in parent2 starting from the second cut 

point and continuing till all the positions of the offspring is 

filled from right to left. In figure 1, the randomly selected cut 

points is from position 4 to 6, the substring 467 of parent 1 is 

copied to the offspring in the same position as in parent 1 

(step1). The remaining positions in the offspring is filled by 

starting from position next to the last filled position in 

offspring by copying the strings of parent2 aftersecond cut 

point of parent2, i.e. 36154728 (step2) such that there is no 

repetition of cities in offspring. Hence, city 6 is not copied 

from parent2 as it is present in offspring from parent1. Same 

condition is with cities 4 and 7. 

 
Figure1.OrderCrossover (OX) 

 

Modified Order Crossover 

OX starts by selecting two random cut points on parent 

chromosomes. In order to get the offspring, the string 

between two randomly selected cut points of parent1is 

copied to the same position of offspring first, then the 

remaining positions of the offspring is filled by considering 

the sequence of cities in parent2 starting from the second cut 

point and continuing till all the positions of the offspring is 

filled from right to left. In figure 1, the randomly selected cut 

points is from position 4 to 6, the substring 467 of parent 1 is 

copied to the offspring in the same position as in parent 1 

(step1). The remaining positions in the offspring is filled by 

starting from position next to the last filled position in 

offspring by copying the strings of parent2 after second cut 

point of parent2, i.e. 36154728 (step2) such that there is no 

repetition of cities in offspring. Hence, city 6 is not copied 

from parent2 as it is present in offspring from parent1. Same 

condition is with cities 4 and 7. 

 

 
Figure2. Modified Order Crossover (MOX) 

 

Sequential Constructive Crossover (SCX) 

SCX starts by selecting two parent chromosomes from the 

matting pool. In order to get the offspring, a point, called 

crossover site, along common length of two selected parents 

is randomly selected and the information after the crossover 

site of the two parent strings are swapped creating two new 

children. SCX operator constructs an offspring using better 

edges on the basis of their values present in the parents' 

structure. It also uses the better edges, which is missing in 

the parent’s structure. Hence, the chances of producing a 

better offspring are more than those of Edge Recombination 

Crossover (ERX) [18] and N-point crossover (GNX) [19]. 

Figure3 shows the process for SCX. The starting node is 1 of 

parent1which is copied to the offspring. From node 1, node 3 

and node 5 are available from parent1 and parent2 

respectively, but the least distance is between node 1 and 3, 

hence node 3 is copied to the offspring. Similarly node 6 is 

copied to the offspring. Now, the available unvisited node 

from node 6 is node 7 in parent1 with distance 25 and for 

parent2, node 6 is connected to node 1 which is present in 

offspring, hence the node for parent2 is to be selected from 

the set (2,3,4,5,6,7,8) which is node 2. The distance is 

smaller between node 6 and 7 with distance 25 (for node 6 

and 2 it is greater than 25), hence node 7 is copied to 

offspring. The process continues to have the offspring with 

path 13672548. 
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Fig.3(a). Parent1 for SCX Crossover   (13846725) 

 

Fig.3(b).  Parent2 for SCX Crossover (15472836) 

 

Fig.3(c). Offspring for SCX Crossover (13672548) 

 

Modified Sequential Constructive Crossover (MSCX) 

MSCX starts by selecting two parents from the matting pool. 

In order to get the first offspring, first node from parent1 is 

copied to the offspring. After that, the first non visited node 

from both the parents is compared and the node with the least 

distance is copied to the offspring. The process continues 

until all the nodes are copied to the offspring. 

III. PROPOSED HYBRID ALGORITHM 

The Proposed hybrid method unlike GA is able to produce 

the same solution for each execution. It is based on the idea  

of Hungarian Method [20]. It generates m initial solution, 

where m is the number of cities using the basics of 

Hungarian Method. The initial solution obtained is further 

refined by inserting sub-paths between cities having 

maximum distance. This process continues until no further 

sub-paths could be found. The refined paths obtained contain 

the desired output with one or more paths giving the same 

optimized cost. 
 

IV. ALGORITHM 
 

Step 1: Starting from city i, mark city having least distance 

from city i (row wise).   (i=1 to N) 

Step 2:  Repeat step 1for each city. 

Step 3: Construct paths with the marked cities with each city 

contributing one path using step 3. 

Step 3(a): Calculate distance, d and d’ between city i- j and 

city j-k respectively, where j and k is the current shortest 

distance from city i and j respectively. 

Step 3(b):  Calculate distance, d’’ and d’’’ between city i-j’ 

and city j’-k’, where j’ and k’ is the next current shortest 

distance from city I and current shortest distance from city j’ 

respectively. 

Step 3(c):  If d+d’ < d’’+d’’’, connect city i with city j and 

city j with city k respectively, else connect city i with city j’ 

and city j’ with city k’. 

Step 4: Insert sub-path between cities having maximum 

distance for each path formed. Sub-path is the path cut from 

the same path and inserted between cities having maximum 

distance. 

Step 5:  Repeat step 4 until no such sub-path exists which 

reduces the cost/length between two cities.            

V. RESULTS ANALYSIS 

Data used for comparison is shown in table 1 [11].The result 

comparison is shown in table 2 which clearly shows that the 

Proposed Hybrid method outperforms OX, MOX and SCX 

for cities ranging from 15 to 20. However, the results are 

same for MSCX for all comparisons accept for 19 cities 

where Proposed Hybrid method gives better result. 

 

Table1. Distance matrix between 20 cities from dataset 

 

City X Y 

1 0 3 

2 1 5 

3 4 5 

4 5 2 

5 4 0 

6 1 0 

7 3 7 

8 6 2 

9 8 4 

10 7 6 

11 10 0 

12 9 2 

13 5 3 

14 4 6 

15 6 1 

16 11 2 

17 7 4 

18 8 3 

19 2 9 

20 3 10 
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            Table2. Short paths by using GA with OX, MOX, SCX, MSCX and Proposed Method for different cities 

 

III. CONCLUSION AND FUTURE SCOPE 

This paper proposed Hybrid method which is based on 

Hungarian method to solve TSP with sub-paths being added 

to reduce city distances. The results show that for fewer 

numbers of cities (5 to 10), all the methods have the same 

result. However, as the size grows, the performance of OX, 

MOX and SCX decreases but MSCX and Proposed Hybrid 

method gives the same result. However, Proposed Hybrid 

method outperforms MSCX for 19 cities data-set. 

Here, the dataset taken is comparatively smaller in size. 

However, this technique can be applied to higher datasets. 
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Number 

of cities 

Short path 

GA(OX) 

Short path 

GA(MOX) 

Short path 

GA(SCX) 

Short path 

GA(MSCX) 

Proposed Hybrid 

Method 

5 15.6344 15.6344 15.6344 15.6344 15.6344 

6 16.7967 16.7967 16.7967 16.7967 16.7967 

7 18.8612 18.8612 18.8612 18.8612 18.8612 

8 20.3045 20.3045 20.3045 20.3045 20.3045 
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10 24.9257 24.9257 24.9257 24.9257 24.9257 

15 34.5500 33.9444 37.9843 33.2849 33.2849 

16 36.9362 35.944 39.095 35.285 35.285 

17 37.825 37.1805 37.1805 36.0488 36.0488 

18 38.226 38.048 38.6543 36.2269 36.2269 

19 42.3098 42.1952 42.6673 41.6533 39.7577 

20 44.3428 42.4478 43.8575 41.9358 41.9358 
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