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Abstract- The health care industry is generally rich in information which is not feasible to handle manually. These large
amounts of data are very important in the field of Data Mining to extract useful information and generate relationship amongst
the attributes. In the health care industry, for predicting the diseases from the datasets data mining is used. Heart disease
prediction is treated as most complicated task in the field of medical sciences. This paper investigates a number of techniques
in the detection of heart disease. This paper includes a blueprint of application of data mining in heart disease prediction.
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I. INTRODUCTION

Heart disease is one of the most common factors of death in
India.
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Fig. 1: Data Mining Process

Medical data consists of a number of tests which is
important diagnose a particular disease. Data mining plays
an important role as an intelligent diagnostic tool.

II. HEART DISEASE
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III. DATA SETS

Through Data mining repository data set from University of
California, Irvine (UCI) is taken. Data set from Cleveland,
Hungary, Switzerland, Long beach and Stat log data set are
used. They contain 76 attributes, in which only 14 attributes
are used. Among all those Cleveland data set and Stat log
data set are the most widely used data set. Rest all contains
missing Values. The Figure 2 shows datasets inherited from
UCI repository.
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Fig. 2: Sample Data Set A Tells about
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st ety st by Fig. 5: Naive Bayes Algorithm on the patient data

In Naive Bayesian Classification Approach in Health Care
Application. Naive Bayes is found to be the best in heart
disease prediction. Naive Bayes with predictive capability is
used to create models. Understanding data and exploring is
the important function of Naive Bayes. Naive Bayes is used
Td to get efficient output.
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Fig. 7: Graphical Representation of Accuracy for each
method

A Fuzzy logic and data mining techniques are good
approach with less number of attributes which reduces
number of tests for patients. Fuzzy logic combined with
Decision Tree and Naive Bayes with other Data Mining
techniques plays an important role in predicting Heart
disease.

Performance analysis and
comparisons jof existing techniques
with K-Means teechnique
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Fig. 8: Comparisons of k-means with other techniques.

K-means Clustering Algorithm is used in Bala Sundar for
heart disease prediction. ‘n’ observations to ‘k’ clusters is
the aim to partition. To minimize the sum of square of
distance between data, Euclidean distance formula is used.
The Figure 8 explains the Comparisons of k-means with
other techniques.
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Heart disease prediction is a major challenge in the health
care industry. With less number of attributes, heart disease
predictions is a challenging task in Data Mining. In some
cases, Decision Tree outperforms in Classifications,
whereas Neural Network and Naive Bayes has best
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performance. Each technique has its own advantages and
disadvantages.
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