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Abstract— In this paper authors describes the automatic music generation system and automatic music evaluation system. The 

system composes short pieces of music by choosing some factors in music, such as timbre, pitch interval, rhythm, tempo etc. 

The most important features of the system the music is generated according to the mood and sentiments of person. In the 

implemented work mode control the pitch interval and density control the rhythm of music. Neural Network Algorithm for 

automatic evaluation system of music. Music composition is an art, even the task of playing composed music takes 

considerable effort by humans. Given this level of complexity and abstractness, designing an algorithm to perform both the 

tasks at once is not obvious and would be a fruitless effort. In this paper authors describe new music composition by using 

trained music data set to extract useful music pattern and generate the music in the form of chord.In this paper also discussed 

about method or platform use for automatic music generation.  
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I.  INTRODUCTION  

 

The music industry has shifted towards more and more 

digital distribution through streaming services and online 

music stores like, Groove shark, Spotifyand, iTunes and 

Google Play. As a result, automatic music recommendation 

has become an increasingly relevant problem.Deep Learning 

has become an essential tool in the field of automated music 

generation. A various  deep learning architectures have been 

studied for performing  the task  pop music generation ( 

Fidler,Chu,and Urtasun) and for composing  novel melodies 

music that are similar to classical compositions(Hadjeres, 

and Nielse,Pachet) Tools now exist for helping artists 

compose music in order to augment the creative process, and 

there exist number of  commercial music generation 

systems.The generation tools can be broadly classified into 

two types: symbolic and raw audio models. Symbolic 

methods train and operate at the note level—based on 

melodies and notes from existing training Machine Learning 

has tool that can generate music by computer. 

 

Machine Learning has enabled to build complex applications 

with great accuracy. Whether it deal with audio, video and 

image, using Machine Learning can solve a wide range 

problem. Tensorflow Framework helps to achieve all of these 

applications. Google created the Tensorflow framework for 

creating Deep Learning models. Deep Learning is a class of 

machine learning models that use multi-layer neural 

networks.  

 

Suppose you wanted to compose a specific song, a “funny” 

and “sad” song. The first step would be to get a data set of 

songs that labeled with emotions. The program would 

convert the set of speech o to text. For each word, vectors 

would create by program and train the model. After 

completing the training, the program would find the 

associated vectors of given input (“funny” and “sad”) and 

compare them to the vectors that has been created before. 

The output would me generated in the form of chord.  

 

Artificial intelligence have also worked on audio samples, 

but instead of trying to learn and generate from raw audio 

samples, they work on the frequency domain of the audio. 

This approach is faster because it allows the network to train 

and predict a group of samples that make up the frequency 

domain rather than one sample. Since the frequency domain 

can still represent all audible audio signals, there are no 

restrictions on the type of music that it can generate. Authors 

propose an automated music generation system that enables 

users to create their own music for their own purpose by 

controlling the music with high level control parameters. The 

objective of this project is to learn a structure from a lot of 

different song examples. This will create some melodic 

songs. The MIDI format data that will be used for learning. 

This format is an easy way to have access to a lot of free 

music data set. The other advantage of the MIDI format is 

that it is easy to retrieve the needed information. 
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II. OUR OWN MUSIC GENERATOR 

 

Magenta is a research topic that exploring the role of 

machine learning in the process of creating art and music. 

Primarily this involves developing new deep learning and 

reinforcement learning algorithms for generating, images, 

drawings, songs, and other materials.  Although Magenta is 

very powerful, we will build our own simple music generator 

using a Restricted Boltzmann Machine (RBM) to generate 

short sequences of pop music. Our training data that is in the 

form of midi format will  be around a  hundred  MIDI files of  

pop songs (MIDI is a format that directly encodes musical 

notes). Using this format, we won’t label them with emotions 

as described in the introduction, the output will be another 

new pop melody, just like our training files. 

 

 
Fig 1 RBM (Restricted Boltzmann Machine) 

 

RBM is a neural network with two layers, that is visible 

layer and the hidden layer. In which each visible node is 

connected to each hidden node (and vice versa), but there 

are no visible-visible or hidden-hidden connections (nodes 

are simply where calculations take place). This is the 

restriction each node of visible layer takes one chord. Each 

chord is multiplied by a weight and then the output of the 

nodes at the hidden layer.  Most of the neural networks, 

RBMs are generative models that directly model the 

probability distribution of data. To sample from an RBM, 

use an algorithm known as Gibbs Sampling.  

We’ll use them as follows:  

1. Use Panda as our data analytics library  

2. For the music files Midi as our helper library  

3. TQDM library for printing a progress bar during the 

process.  

  

III. GENERATIVE MODEL 

 

 Generative Models enumerate a probability distribution over 

a dataset of input vectors. For an unsupervised task, form a 

model for P(x)P(x), where xx is an input vector. For a 

supervised task, form a model for P(x|y)P(x|y), where yy is 

the label for xx. Like discriminative models, most of 

generative models can be used for classification task. To 

perform classification with a generative model, we support 

the fact that if we know P(X|Y)P(X|Y) and P(Y)P(Y), we can 

use Bayes rule to estimate P(Y|X)P(Y|X). 

 

IV. THE RESTRICTED BOLTZMAN MACHINE 

 

Boltzmann Machines (BMs) are a particular form of log-

linear Markov Random Field (MRF), for which the energy 

function is linear in its free parameters. To make them 

powerful enough to represent complicated distributions, we 

consider that some of the variables are never observed. By 

having more hidden variables, we can increase the 

modeling capacity of the Boltzmann Machine (BM). 

Restricted Boltzmann Machines (RBM) further restrict 

BMs to those without visible-visible and hidden-hidden 

connections.  

The energy function E (v, h) define as: 

                                   E (v,  h)=-b'v-c'h-h'Wv 

Where  represents the weights connecting hidden and 

visible units and, b, c are the offsets of the visible and 

hidden layers respectively.  

This translates directly to the free energy formula:  

 
Because of the RBM's specific structure of, visible and 

hidden units are conditionally independent given one-

another. Using this property, we can write: 

 
 

A. Model Architecture   

The RNN-RBM architecture is not tremendously 

complicated. Each hidden unit of RNN is paired with an 

RBM. RNN hidden unit ut takes input from data vector vt  as 

well as from RNN hidden unit ut−1.Outputs of hidden unit ut 

are the parameters of RBMt+1, which takes as input data 

vector vt+1. Where t is a time. 

  

 
Figure 2. Architecture of RNN-RBM 

 

 Wuv, the weight matrix that connects the RNN 

hidden units to the RBM visible biases.  

 Wvu, the weight matrix that connects the data 

vectors to the RNN hidden units.  

 Wuu, the weight matrix that connects the RNN 

hidden units to each other.  
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 bu, the bias vector for the RNN hidden unit 

connections.  

 bv, the bias vector for the RNN hidden unit to RBM 

visible bias connections.   

 

 
Figure3. Training process 

 

V. CANCLUSION AND FUTURE SCOPE 

 

Automatic music generation have always been an 

interesting topic for researchers across globe. All the 

proposed idea in above paper have a crucial advantages of 

their own as well as limitations as well. The Restricted 

Boltzmann Machines(RBM) and gibbs algorithm  is used in 

this project has a python and tensorflow implementation  

To built the auto music lyrics generation, in which machine 

learning libraries panda, midi and tqdm are used, panda 

used  for data analytics and tqdm is used for print the 

progress bar during process.  

 

In future I will keep on experimenting with new datasets 

and newly created Machine Learning models that can 

generate Indian music lyrics by learning from the inputs fed 

into it. Focus will be also on integrating a speech 

synthesiser that will give the algorithm a voice. 
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