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Abstract: The use of computer-based and online education systems has made new data available that can describe the temporal 

and process-level progression of learning. Many scholars are interested in improving e-learning in order to provide easy access 

to educational materials. There is, however, the need to incorporate the ability to classify learners into these learning systems. 

Learner classification is used adaptively to provide relevant information for the various categories of learners. The modern 

ubiquity of computer use and internet access has dramatically impacted many facets of education, including engineering 

education. There has been a rapid rise over the last decade in the use of computer-based or online formats either to facilitate 

(e.g. online distribution of materials) or conduct higher-education courses, and enrollment among all students in at least one 

online course is now at 32%. Many universities now include online programs, and online publisher resources have also grown 

correspondingly. There is also a need for learning to continue, whether learners are on- or off-line. In many parts of the world, 

especially in the eve loping world, most people do not have reliable continuous internet connections. We tested an Adaptive e-

earning Model prototype that implements an adaptive presentation of course content under conditions of intermittent  internet 

connections This prototype was tested in February 2011 on undergraduate students studying a database systems course. This 

study found out that it is possible to have models that can adapt to characteristics such as the learner’s level of knowledge and 

that it is possible for learners to be able to study under both on- and off-line modes through adaptation. 
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I. Introduction: 

 

This movement is matched in the field of training, with 

more than 60% of the 5.7 million hours of training given in 

2007 by The Boeing Company were partially or totally 

online. The use of these technologies has created many 

opportunities for higher student access and novel methods 

for student engagement. Online and computer-based 

learning have also had equally great impacts on learning 

assessment. The e-learning paradigm should capitalize on 

two aspects (1) the elimination of the barriers of time and 

distance and (2) the personalization of the learners’ 

experience. The current trends in education and training 

should put emphasis on identifying methods and tools for 

delivering just-in-time, on-demand knowledge experiences 

tailored to individual learners, taking into consideration their 

differences in skills level, perspectives, culture and other 

educational contexts. However, most of these systems are 

still static and inflexible, being developed on the basis of 

‘One size fits all’. As a result, they do not present only 

relevant information to learners, but instead present all 

information (learning materials) from basic to advanced 

concepts at the same time. This gamut of information given 

to learners without considering their specific requirements 

makes them experience difficulties in perceiving and 

applying the information when answering quizzes and 

solving problems. This is because learners get all the 

information they are supposed to get, but in bits and pieces 

and in different learning stages. Different stages have 

specific information and quizzes are based on the 

information per stage, hence accessing all the information at 

the same time makes some of the information irrelevant 

 

In these instances, the learners can only learn when online. 

These concepts are found in nearly all e-learning systems 

which have been deployed by learning institutions and even 

in organizations that train their staff and clients using 

Learning Management Systems (LMS). For example, nearly 

all university e-learning portals are only functional online, 

meaning that learners must be connected to the internet in 

order to be able to carry out learning activities. The same 

case applies to most online training systems for 

organizations. This limitation locks out many people who 

would otherwise have wanted to participate in this learning 

process. This disadvantaged category of people can only 

learn by being present at a learning centre. Moreover, even 

in areas where internet is available, the connection does not 

always have 100% uptime. During the internet downtime, 

learning does not take place unless there is a physical 

instructor and a learner at the same venue or the learner has 

to wait for the internet connection to be re-established.  It is 

necessary to have some modules which can be plugged into 

a system to provide additional functionality as and when 

necessary, such as synchronization of course content and 
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profiles to the off-line models from the online model after 

loss of connection. 

The service developed in this research can integrate with 

any LMS and has the advantage of being deployed for both 

on- and off-line learning (under intermittent internet 

connection conditions). A framework is designed in the 

form of an Application Programming Interface (API)3 

which can be integrated into any LMS and can be used to 

classify learners dynamically into various categories as 

defined by information in the learner model. The K-Nearest 

Neighbor algorithm (KNN) was used to classify new 

learners.4 K-Nearest Neighbor algorithm is a component of 

supervised learning that has been used in many applications 

in the field of data mining. It is a method for classifying 

objects based on the closest training example in the feature 

space. An object is classified by a majority vote of its K 

neighbors and K is always an integer. The neighbors are 

taken from a set of pre-existing training examples for which 

the correct classification is known. 

  

Key focus  

 

This article outlines how to overcome the above challenges 

by developing an agent-based personalized adaptive learning 

model. This model is deployed as a service using agent 

technology and not just as an application as is the case with 

all other available LMS. The service, or agent, is packaged 

as a Dynamic-Link Library (DLL).  

In summary, this research is intended to meet the following 

objectives:  

• To develop an adaptive learning model to support learning 

under conditions of intermittent internet connections.  

• To classify learners correctly using the KNN classification 

algorithm which considers learners’ features as values?  

• To update the learners’ profiles depending on their 

acquired knowledge, performance in quizzes and 

classification in order to ensure that they are able to avail 

themselves of the relevant learning materials.  

 

II. Related work 

 

E-learning has long been recognized as the new wave in 

education. It allows learners to study without the limitations 

of time and space. Despite the advantages of e-learning, 

most systems have not been designed well enough to 

respond adaptively to the individual learners characteristics 

and needs. Granular information is essential for the delivery 

of the right information, to the right learner, in the right 

amounts.6 The development of these systems enables just-

in-time learning and the convergence of e-learning with 

Knowledge Management.  

 

The ideal system should classify learners and provide 

appropriate learning materials customized for the individual. 

The ‘one size fits all’ philosophy results in too much 

information for users and lacks personalisation.2 Today, 

many vendors offer products called Learning Management 

Systems (LMS), which they claim provide a complete e-

learning solution.6 However, products in this category do 

not address the need to develop and manage increasing 

volumes of content in smaller chunks by a larger group of 

content providers such as learning institutions. Nor do they 

provide adequate mechanisms for maintaining consistent 

instructional presentation or adapting that content to the 

needs of learners. It is thus important for organizations 

embarking on an e-learning track as a mode of training, to 

request that the vendor have in place a framework that 

allows for personalized training.  

 

A survey conducted by Sun et al. which set out to 

investigate the critical factors affecting learners’ satisfaction 

in e-learning, revealed that learner computer anxiety, 

instructor attitude toward e-learning, e-learning course 

flexibility, e-learning course quality, perceived usefulness, 

perceived ease of use and diversity in assessments are the 

critical factors affecting learners’ perceived satisfaction. We 

focus here on learner course flexibility and e-learning course 

quality in order to develop the Flexible-Learning Model 

(FEM).  

 

III. Flexible e-learning systems 

 

Traditional Technology-Enhanced Learning (TEL) systems 

offer very few strategies for the personalization of 

educational offerings. This limits the scope for providing 

tailored, effective TEL experiences to learners.8 However, 

flexible educational hypermedia systems (FEHS) have been 

developed in order to address learner dissatisfaction by 

attempting to personalize the learning experience. Recent 

research in TEL has focused on the provision of adaptive 

educational experiences that are tailored to the particular 

needs of a learner. This flexibility can be based upon various 

characteristics of the learner, including knowledge level, 

goals or motivation. The purpose of such flexible 

educational offerings is to maximize learner satisfaction, 

learning speed (efficiency) and educational effectiveness. 

 

Bloch et al. proposed an adaptive e-learning system. The 

system applied a user-centric approach so as to improve its 

usability and acceptance by users. E-learner requirements, 

including user skills, learning styles, learning strategy and 

other user profile information, were introduced into the 
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system. In this system, the user learning activities are 

observed and are used to update the user profile. The e-

learning system is adjusted according to a dynamic user 

profile. Saleh et al.10 presented an adaptive active e-

learning framework which consists of self-learning material, 

visualization in an interesting way and self-testing. The 

framework was implemented using simple tools to support 

adaptive e-learning systems for numbering educational 

material and it could be also used in other courses such as 

logic design, image processing, computational models, 

information theory, and information engineering and digital 

communications. The framework finds a better way to 

engage learners in the learning process. Through their 

experimental results, it was shown that their model 

improved the learning process and affected the students in a 

positive way.  

 

Component technologies and artificial intelligence are used 

to deliver e-learning. These components include: pedagogy 

agents, interactivity level, quality of feedback, control 

strategies, tutorial remediation and student models. 

Pedagogy agents are used for integrating the behavior of 

users and e-learning components of the system. They can be 

used to check student participation, track student progress 

through task procedures and address students’ errors. Other 

agents can be used as tools for feedback. User performance 

during instruction should be analyzed in order to monitor 

learning. Control strategies, planning for content and 

delivery strategies should be based on learner knowledge 

and concept structures such as curricula. Tutorial 

remediation is the component responsible for selecting 

appropriate actions to be performed by the learner in order 

to accomplish a pedagogy task. Student models can be used 

to render individualized instruction in the system. Students’ 

instructional activities can be filtered, analyzed and sorted 

based on individual profiles. This kind of system adapts to 

the changing knowledge requirements of the learner, is 

interactive and provides regular access to resource materials. 

Web-mining techniques have been used to build 

recommender agent-based e-learning systems. An agent 

recommends activities to a learner based on his access 

history. The recommendation should be an on-line activity 

including doing an exercise, providing messages on 

conferencing systems, running an on-line simulation, or web 

resources. This agent is claimed to improve course material 

navigation and assist the on-line learning process.12 By 

observing user typing events, behaviors on studying lessons 

on web browser, tasks and examples, errors made by users 

and debugging events on the editor, the agent learns to 

understand user behavior. 

 

IV. Agent technology 

 

A software agent is a computer programmer that is capable 

of autonomous (or at least semi-autonomous) actions in 

pursuit of a specific goal. The autonomy characteristic of a 

software agent distinguishes it from general software 

programmers. Autonomy in agents implies that the software 

agent has the ability to perform its tasks without direct 

control, or at least with minimum supervision, in which case 

it will be a semi-autonomous software agent. Software 

agents can be grouped, according to specific characteristics, 

into different software agent classes. The available literature 

does not agree on the different types or classes of software 

agents. As software agents are classified according to a 

common set of characteristics, different classes of software 

agents often overlap, implying that a software agent might 

belong to more than one class at a time. For the purposes of 

this research, we distinguished between two simple classes 

of software agents, namely stationary agents and mobile 

agents. Agents in both these classes might, or might not, 

have any or a combination of the following characteristics: a 

user interface, intelligence, flexibility and collaborative 

properties. 

 

Whether or not an agent has a user interface, depends on 

whether it collaborates with humans, other agents or hosts. 

User interfaces are commonly only found where agents 

interact with humans. According to Wooldridge, intelligence 

implies the inclusion of at least three distinct properties, 

namely reactivity, proactiveness and social ability. 

Reactivity refers to the agent’s ability to perceive its 

environment and respond to changes that occur in order to 

achieve its design goals; proactiveness is the agent’s ability 

to take the initiative in its environment in order to achieve 

its design goals; and social ability alludes to the 

collaborative nature of the agent.  

There are different ways to define the collaborative nature of 

software agents. For the purposes of this paper we use 

Niemeyer’s definition in which the collaborative nature of a 

software agent refers to the agent’s ability to share 

information or barter for specialized services so as to cause a 

deliberate synergism amongst agents. It is expected that 

most agents should have a strong collaborative nature 

without necessarily implying other intelligence properties. 

Flexibility is a characteristic that can also be regarded as an 

intelligence property, although it is not counted as being a 

prerequisite for identifying an agent as intelligent. 

Flexibility refers to an agent’s ability to customize itself on 

the basis of previous experiences. An agent is considered 

flexible when it can choose dynamically which actions to 
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invoke, and in what sequence, in response to the state of its 

external environment. 

 

A stationary agent can be seen as a piece of autonomous (or 

semi-autonomous) software that resides permanently on a 

particular host. An example of such an agent is one that 

performs tasks on its host machine such as accepting mobile 

agents, allocating resources, performing specific computing 

tasks, enforcing security policies and so forth.  

A mobile agent is a software agent that has the ability to 

transport itself from one host to another in a network. The 

ability to travel allows a mobile agent to move to a host that 

contains an object with which the agent wants to interact, 

and then to take advantage of the computing resources of the 

object’s host in order to interact with that object. An 

example of a mobile agent is provided by a flight-booking 

system where a logged request is transferred to a mobile 

agent that then traverses the web seeking suitable flight-

information quotations as well as itineraries. We considered 

only stationary agents in this research. Agents reside on host 

devices and only interact with others through the 

implemented functions.  

 

V. Research method and design 

 

The model was set up in a computer laboratory and 30 

students were allowed to use it for six hours a day for five 

days. An instructor introduced the system to the students, 

explaining the objectives of the model, how it works and the 

expected outcomes of the experiment. The instructor the 

demonstrated the use the system for the learners: how to 

register, how to answer questions, the user interface changes 

as a result of adaptation, subsequent processes and, finally, 

filling out a questionnaire about the system. The students 

were then shown how to learn when online and also when 

off-line, they were given an explanation of similarities of 

individual profile status in both remote and local models, 

how to make a change on a local model whilst off-line, 

connecting to the remote model and how to check the 

similarities of the profiles both locally and remotely.  

 

Two sets of learners were used. One group connected to 

both the intranet and internet, downloaded the information 

to the database in the local module and used it off-line to 

learn. The other group did the learning online only. The two 

groups were swapped around half-way through the course 

and the process was repeated. The internet was disconnected 

and reconnected five times for the online group. The results 

of the test (the test scores) were investigated to find out if 

there was a correlation between the treatments (i.e. learning 

online and learning under intermittent conditions but 

supported by the DLL).  For the second part of the 

evaluation, the learners were required to assess the system. 

A questionnaire was provided to be answered by the 

students after the learning process. The system provided the 

questionnaires online once all the requirements had been 

satisfied. The questions were designed to capture data 

related to the research objectives. Aspects considered 

included model usability, challenges in using the system and 

recommendations for improving the system.  

 

VI. The learning process 

 

The following is a detailed description of the learning 

process as designed in this research.  

Step 1: Registration of new learners  

This was the first step, where details of a new learner were 

captured and the user name and password were created for 

subsequent logins and use of the system. An existing learner 

could also login and continue with the learning process. The 

learner’s updated profile would determine the information 

that would be available to him.  

Step 2: Prerequisite questions  

These questions were designed to be able to test if the new 

learner met the prerequisite conditions so that he could be 

allowed to study the course. A combination of a number of 

the questions showed whether the new learner qualified to 

proceed with the course or not.  

Step 3: Initial classification questions  

At this stage, questions were designed that covered all 

sections of the course, beginning with the basic level 

through to the expert level. Basic level contained the 

introductory concepts of the course and the expert level had 

the most advanced concepts of the course. Questions were 

designed in such a way that those presented at the beginning 

tested the basics of the course whilst the questions presented 

at the end tested the complex concepts of the course. Each 

question was given a weight. The weights also reflected the 

level of the course being tested by the question, hence 

weights increased from first question to the last question. If 

a learner failed the first questions and subsequent ones he 

would be classified as a basic learner. Depending on how 

the learner performed in each section, together with other 

learning attributes, the learner was classified into an 

appropriate class level.  

Step 4: Pointer to the appropriate level of notes and 

questions  

Once a learner’s class level was determined, the relevant 

learning information and subsequent section questions were 

highlighted. Reading time for the section notes was 

calculated. The learner had an option either to read the 

section notes or choose to answer questions only. In the 

former case, the learner was provided with one section quiz 
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and classification attributes such as quiz time and scores 

were determined. For the latter case, two sets of section 

quizzes were provided, with the second quiz being more 

detailed.  

Step 5: Determine new class level  

Subsequent classification was carried out so as to determine 

the new class level for the learner and the relevant 

information was relayed to the learner.  

Step 6  

Steps 4 and 5 were repeated until the expert level was 

reached.  

Step 7: Course evaluation  

Upon fulfilling all the requirements for the expert level, both 

soft and hard copies of the evaluation questionnaires were 

provided and the learners’ assessment of the system was 

captured.  

 

VII. System architecture 
 

The model had four modules, namely the (1) learner 

module, (2) classifier agent module, (3) synchronizer agent 

module and (4) data storage module. All the modules were 

linked to work as one module as shown in Figure 1. The 

modules could also function independently as long as the 

database (data store) was available.  

 

• The learner agent module  

 

The main function of the learner module was to facilitate the 

learning process both on- and off-line. This module made 

possible the interaction between the learner and the system 

and was where the learner could register or login, access his 

or her profile details, get learning materials, read the notes, 

answer section quizzes and view all changes as they 

occurred. This module was connected to the data store and 

displayed information from the data store to both the learner 

and instructor.  

 

There were two versions of the learner model namely, (1) 

the client model (off-line or stand-alone model) and (2) the 

server model (client-server or server-centric model). The 

client model was installed on the client machine (local 

machine) which was used whilst the learning was off-line. 

The server model was installed on the server machine 

(remote) and was used for online learning. It also facilitated 

profile updates by updating the off-line model whenever the 

internet connection was re-established.  

 

• The classifier agent module  

 

The classifier  

The classifier module or classifier DLL was a stationary 

agent that used the KNN algorithm to classify new learners 

for the first time and to do all other subsequent 

classifications of existing learners. The parameter K is an 

integer parameter representing the number of nearest 

neighbors to a new learner and whose most common class 

becomes the new learner’s class. The default value of K can 

be fixed to an odd number such as 3. However, a low value 

of K restricts the classification of the new learner to classes 

of only a few neighbors. The best choice of K depends on 

the data and, in general, larger values of K reduce the effect 

of noise on classification but make boundaries between the 

classes less distinct. A good K is chosen using heuristic 

techniques such as cross-validation.  

 

The parameter K should also be an odd integer number so 

that the majority vote is always attained. Even numbers for 

K can result in a tying vote that can hamper correct 

classification. For this research, K was 9. This figure was 

arrived at after considering that learners would be increasing 

with time and also to avoid restricting classification to a few 

training examples.  

 

For the feature vector representing a learner, the KNN 

training data had features whose values could be combined 

in order to determine the class of the learner. If the attributes 

were too many, say more than 20 but where only two of 

them were relevant in the determination of the class of a 

particular query instance, the problem commonly referred to 

as the ‘curse of dimensionality’ is experienced.4 The 

distance between training examples and the query instance is 

dominated by the large number of irrelevant attributes. To 

avoid this scenario, this research used five attributes namely, 

(1) score, (2) quiz time, (3) reading time, (4) prerequisite 

score and (5) weight of questions.  

 

• Determining factors in settling for these attributes  

 

1.Score: Normally, students’ performances are determined 

by their scores in examinations. All learning institutions use 

the scores as a major factor in grading their students. The 

higher the score a student attains, the higher the grade the 

student is awarded. In this research, we designed score 

ranges for all the classes, guided by the grading system used 

for undergraduate computing courses in the university where 

the study took place. The ranges and their classes are shown 

in Table 1.  

 

2. Quizz time: This refers to the time the learner uses whilst 

taking a test. Normal practice is that examinations have a 

specific time allocated for their completion. When the 
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allocated time is over, the learner sitting for the examination 

stops or, in the case of an online examination, is timed out. 

In this research, the system did not time out a learner if the 

set time was exceeded. Instead, the more time spent after the 

set time, the less the performance for the learner and the 

lower the class assigned. On the other hand, if the learner 

took less than the set time to sit for the examination, a 

higher the level of classification was assigned. A 

combination of both performance and time or other 

resources spent in achieving the learning is called learning 

efficiency and is a measure of a learner’s expertise. 

Expertise is higher for students who achieve a score with 

minimum effort compared with those who achieve the same 

performance after expending more resources.  

 

3. Reading time: This is the time taken by the learner to 

read the learning material for the level or section. Normally, 

there is no limit in time for reading notes in preparation for 

an examination. A learner can take as long as possible to 

read the notes. In this research, a reasonable time threshold 

was set for reading the notes to enable both slow readers and 

fast readers to complete a topic. It was adjusted during 

testing of the course to make it appropriate.  

In considering this attribute, it was assumed that fast 

readers also perform better than slow readers, so the less 

time a learner took to read the notes, the better the 

performance that was achieved, leading to a higher class 

being assigned. A learner who took too much time beyond 

the threshold was assumed to be a slow learner and was 

assigned a basic class level. 

 
 

FIGURE 1: System architecture 

 

TABLE 1: Student classes and their respective score ranges  

 

SCORE RANGE CLASS 

0-39 Beginner 

40-59 Intermediate 

60-79 Advanced 

80-100 Expert 

 

 4. Prerequisites: These were the conditions that a learner 

must satisfy before being allowed to proceed with the 

learning process. They included interest in studying the 

course. Whilst considering this attribute, the learner may 

either meet or not meet the conditions. This attribute 

cannot be used independently to classify a learner, but must 

apply in combination with other defined attributes for 

proper classification. 

 

 5. Weight of questions: The questions were weighted in 

an increasing manner from the first question to the last 

question. In addition, the questions were designed such that 

basic questions come first and complex ones come toward 

the end. Considering the design of the questions, it was 

prudent that basic questions were assigned less weight 

compared with complex questions. If a learner failed to 

answer basic questions correctly, it was assumed that he 

was still a beginner and was assigned to the beginner level 

class. 

 

 Course level 

 

 The class level was based on the experience of the learner. 

It was assumed for simplicity’s sake that learners can be 

categorized into four levels, with the novices in the course 

being studied is being referred to as ‘Beginner’. The 

second category, we thought, should have a bit more 

experience, hence the label ‘Intermediate’. ‘Advanced’ 

learners were the ones who had vast knowledge of the 

subject matter and ‘Expert’ learners were those who had 

the ability to apply the knowledge from the study. There 

were no particular criteria considered in coming up with 

these learner classes.  

 

Choice of the model training data 

 

The training data had two sections: the feature values and 

the target function values (i.e. the associated class) which 

was represented as a vector in the form where was the 

feature vector and represented the target function value. In 

this research, the training example vectors were defined as. 
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Table 2 has training examples demonstrating how the 2 

vectors were populated.  

 

TABLE 2: Sample training data based on the feature vector 

format. 

  

Prerequisi

te 

Scor

e 

Rea

d 

Tim

e 

Qui

z 

Tim

e 

Weigh

t 

Course 

Level 

1 91 40 15 8 Expert 

1 75 47 10 9 Advanced 

1 30 65 35 4 Beginner 

1 50 50 20 7 Intermedia

te 

 

Given the training data, when a new learner joins with 

feature vector values such as , the KNN algorithm takes the 

new instance and compares it with the training data. The 

distances between the new instance attributes and the 

training data attributes are calculated. The total distance of 

each new training example from the query instance is 

determined by summing all the attribute distances for the 

particular example. The closest nine neighbors were 

identified and the most popular class amongst these 

examples was assigned to the new instance. The assigned 

class was used to point to the relevant notes in the notes 

index and the notes were then displayed to the learner. 

 

 It is important to note that after classification of the new 

instance is carried out, the instance becomes part of the 

training data. The classifier agent receives data from the 

environment and after applying the KNN algorithm, 

classifies the learner and updates his or her profile 

dynamically. This agent is autonomous as it does not 

require any supervision and makes decisions depending on 

the prevailing information. This agent trains the model so 

that, based on the experience the model has with existing 

training data, it can classify new instances correctly.  

 

The synchronizer agent module 

 

 The synchronizer agent or synchronizer DLL was also a 

static autonomous agent that synchronized the learner 

model contents for both the local and remote database. It 

collaborated with the classifier agent and learner module so 

that after the classifier agent had made changes with regard 

to the learner status, it made sure that learner’s profile 

matched both locally and remotely. The connection status 

of the models (client and server) was checked by the agent. 

The agent tried to establish a connection to the URL of the 

online application by using the public Internet Protocol 

address. Depending on whether the application was 

accessible or not, internet connection establishment was 

confirmed or failed. If connection establishment was 

confirmed then the remote version was used; if not, the 

local version was used.  

 

The connection of the model to the local and remote 

databases was checked. After establishing the connection 

status, status of the contents was compared. The status was 

determined by examining which database had more records 

and/or latest records. If the local copy was the latest, then 

the remote copy was updated and vice versa. The module 

also displayed a message to a learner if there was no 

connection to the remote server, but allowed the learner to 

continue learning with a local copy which was later 

synchronized with the remote copy when the connection 

was reestablished.  

 

For synchronization of both databases to take place, the 

synchronizer agent in the client machine located the 

domain address for the remote server and then connected to 

the database in the remote server. All records TABLE 2: 

Sample training data based on the feature vector format. 

Prerequisite Score Read Time Quiz Time Weight Course 

level 1 91 40 15 8 Expert 1 75 47 10 9 Advanced 1 30 65 

35 4 Beginner 1 50 50 20 7 Intermediate Source: Authors’ 

own construction Original Research http://www.ijmla.net 

doi:10.4102/ijmla.v2i1.6 Page 7 of 9 were compared. The 

records of the side with more or the latest records were 

copied to the side with the missing data. This update was 

made per profile so that only the affected profile(s) were 

updated.  

 

The following is the connection status testing algorithm: 

 

 Start 

Client computer pings the address of the remote computer.  

If there is a reply from remote computer, then connection 

status true,  

Learning done using remote computer / server or online 

version,  

Update the obsolete version of the database  

Else connection status false,  

Learning done using client computer / offline version  

End  

 

Results 

 

The results of the research are explained in terms of the 

research objectives. The first objective was to design a 
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learner model that would use the KNN learning algorithm 

to get trained and to classify new learners. Table 3 has 10 

out of 30 new query data items that were classified using 

KNN. The experiment was carried out with 30 students and 

the results were captured as shown in Table 3. Zero was 

used to indicate a query data that was classified incorrectly 

whilst 1 was used to show query data that was classified 

correctly. Of the 30 learners studied, only 5 learners were 

classified incorrectly.  

 

The percentage accuracy was:  

 

25/ 30 x 100 = 83.3% [Eqn 1]  

 

In this model, attributes were defined that were used to 

train the classifier so that when the classifier was presented 

with a new learner represented by a vector of attribute 

values, the classifier classified him intelligently. In most 

existing LMSs, learners just read the learning materials at 

their own pace. There are no checks put in place to 

determine if the reading is taking place or not. In this 

model, however, a note of reading time for notes and time 

taken by the learner to do the quiz is taken and these times 

contribute in both classification and subsequent profile 

updates.  

 

TABLE 3: Sample results showing how learners were 

classified. 

  

Stude

nt ID 

Prerequi

site 

Rea

d 

Tim

e 

Qui

z 

Tim

e 

Weig

ht 

Output 

Class 

Correc

tly 

Clasifi

ed 

1001

1 

10 50 31 3 Beginner 1 

1002

0 

40 60 30 4 Beginner 1 

1003

1 

90 43 19 9 Expert 1 

1004

0 

47 65 28 5 Beginner 0 

1005

1 

39 54 26 7 Intermed

iate 

1 

1006

1 

65 45 15 9 Advance

d 

1 

1007

1 

100 30 8 8 Expert 1 

1008

1 

90 32 10 10 Advance

d 

0 

1009

1 

95 42 20 8 Expert 1 

1010

0 

100 29 6 9 Expert 1 

 

The second objective was to make sure that learner profiles 

were updated as the learners continued with the learning 

process and relevant learning information was displayed to 

them, based on their profiles. After the experiment was 

carried out, the learners were given hard-copy 

questionnaires. Table 4 shows a summary of the answers 

provided by the learners. The survey collected information 

related to the first and second objectives to double-check 

results from the logging of the learner activities. The 

results show that an overwhelming majority of the students 

indicated that they were able to learn both on and off-line. 

A great majority of the students also indicated that it was 

easy to learn with the system, that they could recommend 

the system to others, that they were able to get appropriate 

notes and that they were classified fairly. The questions 

and prerequisite questions were also well designed. The 

students also indicated that their profiles were updated and 

that the timings for the course were appropriate. The 

highest percentage of agreement was 100% and the lowest 

affirmative percentage was 60%.  

 

Discussions and Conclusions 

 

 In considering the research objectives and other issues of 

interest, together with the results from the study, a number 

of conclusions were made. The first objective was 

regarding developing the classifier module to classify 

learners appropriately. From the percentages of the learners 

that were classified correctly, it could be concluded that the 

model was accurate in classifying learners, with an 

accuracy of 83.3%. Likewise, from the survey results, 27 

out of 30 (90%) learners said that they were classified as 

per their expectations. The second objective was to ensure 

that the learners’ profiles were updated. From the 

questionnaire results, this objective was achieved since 25 

out of 30 (83%) learners stated that their profiles were 

updated. This is also seen from the log of updates of the 

learner class from 100 (beginner) through 200 

(intermediate) to 300 (advanced) and 400 (expert). A 

sample of the logs is shown in Table 5. 

TABLE 4: Summary of responses to questionnaires after 

the learning process.  

 

Question Question Content Yes No 

1 

Would you 

recommend this 

learning model to 

someone else? 27 3 
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2 

Is this learning model 

easy to use? 28 2 

3 

Were you able to learn 

online? 30 0 

4 

Were you able to learn 

off-line? 22 8 

5 

Do you think you were 

classified fairly? 27 3 

6 

Were you able to get 

appropriate notes? 28 2 

7 

Were the questions 

well designed? 26 4 

8 

Were the prerequisite 

questions appropriate? 30 0 

9 

Were the timings (time 

allocated) appropriate 

for all sections? 18 12 

10 

Did your profile get 

updated? 25 5 

11 

Did you face any 

challenges that relate 

to the research 

objectives? 3 27 

12 

Do you have 

recommendations that 

relate to the research 

objectives? 6 24 

 

TABLE 5: Learners’ History Report for one course unit.  

 

Student 

ID 

Classified 

To 

Date 

8888 100 Wed May 20 13:28:52 IST 2015  

8899 400 Wed May 20 13:28:52 IST 

2015 

8877 400 Wed May 20 13:28:52 IST 

2015 

8866 100 Wed May 20 13:28:52 IST 

2015 

8855 300 Wed May 20 13:28:53 IST 

2015 

8833 300 Wed May 20 13:28:53 IST 

2015 

8822 100 Wed May 20 13:28:53 IST 

2015 

8811 200 Wed May 20 13:28:53 IST 

2015 

 

The third objective of this research was to enable the 

learning process to take place both on- and off-line. From 

what other scholars have performed, it is evident that all 

learning systems and/or models are developed as 

applications which are deployed to be used online by end 

users. The end users must always be online to do the 

learning. In this research, a model was developed which is 

an API, packaged as a DLL and which can be used as a 

service by other LMS developers and users. It can be used 

either independently or integrated with other LMS. A 

master API was developed which was installed in a server 

to be accessed by the clients’ APIs which were located 

remotely. The client APIs had two versions of API: the 

DLLs for off-line learning and HTTP protocol for online 

learning.  

The model used for this research had a functionality that 

could detect internet connection and then connect to the 

server version of the model. The user first logged into the 

model on the client machine. He was then able to continue 

learning even if there was no internet connection. A 

replication of the database took place whenever there was 

an internet connection. Whichever of the databases had the 

more updated information was then replicated in the 

database along with an older version of the information. 

This property enabled the learners to be able to do their 

learning seamlessly whether an internet connection was 

established or not. This has been shown in the summary of 

their responses to the post-experiment survey. User profiles 

were also updated, so when the internet connection timed 

out, both databases were on a par in terms of learning and 

learner information. The learners could thus go on learning 

off-line but with the most up to date profile and learning 

information. This contributed to the continued learning of 

the students even under conditions of intermittent internet 

connections.  

 

Limitations and Challenges  

 

• Classification was only based on the training data 

attributes and how close the attributes were to those of 

already classified learners. Other learners’ characteristics 

are not considered. Bearing in mind that the KNN 

algorithm usually classifies data using up to 20 attributes, 

the five attributes as used in this research were possibly not 

enough to give conclusive results.  

• The study was conducted over six hours a day for five 

days. This was not a long time, but was dictated by other 

factors, such as the available duration of time for the 

research. The amount of data available for use during 

classification was therefore also limited. It would have also 

been ideal to observe changes in learner knowledge levels 

over an entire semester instead of over just five days of 

intensive work.  
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• Only the KNN algorithm was used for the experiment. It 

would have been better to have been able to compare its 

performance against that of other algorithms.  

• During the testing stage of the model, not all stakeholders 

were involved due to time constraints. It would possibly 

have been a good idea to hold off and let them participate 

later so that the model could gain a wider audience 

acceptance.  

 

Future work 

 

The authors would like to note the following for the 

intended users. As it is, this model is installed both on the 

server and client machine as separate entities after which 

the client version accesses the server version for updates. 

In case the learner does not have the application he will 

only be able to use the online version. An online 

downloadable version should be available for installation 

by any interested learner from anywhere in the world. This 

way, the learner can download the system and continue 

learning from any machine, especially in the case of 

travelling from one place to another. This is because 

whenever there is internet connection, updates to the 

learner profile and learning activities are logged into the 

online server and the server will therefore always contain 

the most up-to-date information about the student’s 

learning. This application has been developed using Java 

language, which is a resource-intensive language requiring 

higher specification computers for efficient running. This, 

however, may not be possible with everyone who might be 

interested in learning in this model. Therefore, it is 

recommended that research should be carried out to enable 

the development of the application with a lighter 

programming language. 
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