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Abstract— Visual information is the richest probably different existing information sources in our daily lives. The extraction of this 

information by processing systems and image analysis has attracted growing interest. The image processing is a process involving several 

stages, that it was born from the need to replace the human observer by the machine. He works in many fields such as medicine. A must in 

all image analysis process is the segmentation. By providing a compact description of the image, more exploitable than all the pixels, the 

image segmentation facilitates automatic interpretation of an image similar to human interpretation. Indeed, she was inspired by the human 

visual perception system that uses the concept of similarity and difference in order to locate and delineate the objects in an image. It can be 

defined as following: the image segmentation is a low-level process of creating a partition of the image into subsets called regions in a way 

that no region is empty; the intersection between the two regions is empty and covers all regions throughout the image. A region is a set of 

connected pixels having common properties that differentiate the pixels neighboring regions. This task although fluently although raised 

by the human visual system, is actually complex and remains a challenge for the image processing community despite several decades of 

research. Thus, several segmentation methods have been proposed in the literature, and can be classified into three major approaches: 

Approach area, Approach contour, cooperative approach. This article studies the problem of segmentation of MRI brain images. We 

worked precisely on cooperating more automatic classifiers to exploit complementarities between different methods or operators and 

increase the strength of the segmentation process. Our approach focuses on the FCM algorithm (Fuzzy c-means), the sum of degrees of 

membership of an individual given to all possible classes being 1. To make the algorithm robust to inaccuracies and ambiguous data that 

can considerably affect on the classes centers, we introduce the notion of ambiguity rejection. 

Keywords— Segmentation, C-means, MRI brain, thresholding, Otsu

I .Introduction: 

Among the challenges of image processing, the automation 

of the interpretation of biomedical images is certainly the 

most studied in recent years. Conventionally, an automatic 

image processing system consists of two levels. The first is 

devoted to digital processing in a broad sense, such as 

coding operations, improvement or restoration. The second 

level is dedicated to the symbolic image analysis 

operations, such as description, recognition or 

interpretation, in order to extract information [1]. 

Image segmentation is the most important operation in an 

image processing system, because it is located at the joint 

between the processing and analysis of images. Therefore, 

great interest is given to the development of dedicated 

methods and algorithms. Moreover, it is, in recent years, an 

important focus of research. This is the result of several 

factors: the diversity of images, the complexity of the 

problem, the evolution of computing machines and 

evaluation of enough empirical results. 

Indeed, this operation allows the transition of a 

representation in light intensity (grayscale) to a symbolic 

representation (pixels belonging to different area classes) 

[2]. The advantage of the segmentation is to partition an 

image into homogeneous regions in the sense of an already 

fixed criterion. Many segmentation criteria exist; Following 

the scope and type of processed images, the criterion will 

take into account the gray level, texture, color, movement, 

or even the distance. The advantage of having 

homogeneous regions is to provide simplified data which 

facilitate the task of a pattern recognition system, or other 

system details extractions, who directs image classification. 

From an algorithmic perspective the segmentation is to 

assign to each pixel of the image a label referring to a 

particular region. This classification of pixels may be 

performed in supervised mode or unsupervised mode. In 

the first case, the number of regions and their 

characteristics are provided by the user, the segmentation is 

performed by determining, for each site, the class whose 

properties are similar to those seen best in this site. In the 

second case, the problem is more complex because the 

information needed to pixel classification process must be 

provided automatically. Hence the difficulty of this type of 
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approach. The segmentation thus defined is a broad field, 

where many approaches are used [3]. 

All approaches of segmentation are designed to extract 

visual cues. After years of research on the optimal method, 

the researches concluded that there was no ideal 

segmentation and sufficient sole criterion for segmenting 

all images. Indeed, the unicity of the segmentation of an 

image does not exist in most cases. A good segmentation 

method is the one that will come to a better understanding 

of the segmented image. 

The segmentation of this brain MRI features are compared 

to other areas of application of the segmentation .These 

features are primarily related to noise, the inhomogeneity of 

the patient's frequency radio itself, the effect of volume part 

which is found when a pixel having a gray level is actually 

a mixture of two or more tissue. 

 

The objective of our work is to develop a cooperative 

segmentation method that takes into account, both the 

blurred and possibilist appearance while introducing the 

concept of ambiguity rejection to optimize the positioning 

of the cluster centers. 

The rest of the paper is divided into four parts .The second 

part is devoted to the study of different segmentation 

methods such as thresholding, parametric and non-

parametric methods, adaptive thresholding, segmentation 

by classification and segmentation methods based based 

regions and contours. The third part is dedicated to the 

fuzzy c-means algorithm, its principle and its variants .The 

simulations and test results are the subject of Part IV .The 

conclusions are in the last part. 

II. Image segmentation methods: 

Several classifications of segmentation methods have been 

proposed in various research works dedicated to image 

processing [4]. We decided on the following classification: 

1. Thresholding: 

Thresholding is the most common segmentation technique 

for extracting the searched details of the background image. 

The advantages of this technique are its ease of 

implementation and its effectiveness in real-time systems 

(Cocquerez, et al., 1995). This technique is based on the 

assumption that the details can be distinguished by their 

gray level. The optimal threshold is the one that separates 

the details together, or different details of the bottom. The 

objective of this technique is to find the optimal threshold 

automatically [5]. 

Thresholding works on classifying, according to the 

number of classes, the different pixels of an image, based 

on its gray level histogram. In other words, segmentation of 

an image into N classes is to search N-1 thresholds [6]. 

Let f be the original image and g the segmented image, the 

classification of each pixel is defined by:  

( , )g x y k=
   

if  1( , )k kT f x y T +≤ <  for 0,....,k m=   

(1) 

Where x, y are the pixel coordinates, m is the number of 

classes and 0 1,...., mT T +  are different segmentation 

thresholds. For example, in the case of a simple threshold 

(also referred to as binarization) (m = 2), the values 

assigned to the pixels are 0 or 1[7]. Furthermore, a 

threshold is said part if the values assigned to the pixels are 

0 or f (x, y), which allows to see the image grayscale values 

of the pixels belonging to class A. 

The manual thresholding of an image consists of four steps: 

• Observation of the histogram of the image, 

• Choice of thresholds in the valleys, 

• Defining classes of regions by color slots, 

• Classification of pixels. 

Optimal thresholding segmentation therefore requires an 

optimal location of segmentation thresholds in the 

histogram, which makes it a more complex segmentation 

operation. To solve this problem of optimal thresholds, a 

multitude of methods have been developed [8]. 

In the literature, several classifications of thresholding 

methods have been proposed, but most authors classify 

thresholding methods into two classes: the parametric 

methods and nonparametric methods. Nonparametric 

methods have a reputation for being robust methods; they 

are based on the optimization of one or more criteria 

without the parameters estimation; the best known of these 

is the method of Otsu. Parametric methods are based on the 

assumption that the probability densities of the gray levels 

of the different classes are Gaussian, the optimal thresholds 

are then at the intersection of this last [9]. 

2. Nonparametric methods: 

By definition, methods used to find the optimal threshold 

segmentation without any parameter estimation. Generally 

these methods are based on statistical optimization criteria. 

The two reference methods in this class are the method of 

Otsu and method of Kapur [10]. Most techniques are then 

issued based on one of the two principles. 
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2.1 The Otsu's method and its variants: 

Otsu describes three possible discriminating criteria: intra-

class variance, the interclass variance and the total 

variance. The three criteria are equivalent and, depending 

on the situation, one of them may be selected [11]. Due to 

the simplicity of the implementation of the interclass 

variance, it has been often maximizes for segmenting 

images. In this method, the calculation of the different 

criteria is based on the probability density of the various 

pixels of the image, which is obtained by normalizing the 

histogram of the image [12]: 
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Where ( )h i  is the number of occurrences of the gray level 

pixel [ ]0, 1i L∈ − where L is the total number of gray 

levels. 

In the case of binarization, the optimal threshold 
*t  is the 

one which maximizes the ratio of the interclass variance to 

the total variance [13]: 
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As the total variance associated to an image histogram is 

constant, the problem consists to maximizing the interclass 

variance. 

As the method of Otsu consist to group pixels into two 

classes, its effectiveness is proven only when one type of 

object to segment is present in the image. At the end, the 

complete segmentation is done by grouping all the 

segmented objects. Among the problems of the method of 

Otsu, there is the unicity of the threshold that maximizes 

the criterion, this criterion is defined by [14]: 

                        

( ) ( )( ){ }* 2 2

0 1 2max 1 ( ) 1 ( )
t L t t t

t Arg P t P tλ µ µ≤ ≤= − + −  (9) 

Where 
tλ  is the lower probability of occurrence in the 

histogram .The change against the item Otsu is summed up 

in the introduction of the tλ  coefficient. 

These methods have been applied in many fields, especially 

in biomedical applications, such as real-time segmentation 

of radiological images, segmentation of microscopic 

images, and segmentation of MRI images. 

2.2 The entropic thresholding: 

The entropic thresholding is a technique derived from 

information theory. The thresholds are determined so as to 

maximize entropy of the resulting cutting of the histogram 

into classes [15]. Indeed, the entropy measures the amount 

of information carried by a group. For a fixed number of 

thresholds, the aim is that the resulting classes carries the 

maximum information [16]. 

2.2. a Thresholding based entropy in one dimension: 

The entropic thresholding is based on the principle of 

maximizing the total Shannon entropy. In the case of 

segmentation of an image into two classes (A and B), the 

method assumes that the objects and the background have 

two independent probability densities. The optimal 

segmentation threshold is one that maximizes the total 

entropy of the partitioned image. Probability densities of 

the two classes (A and B) are defined by [17]: 

  1 2: , ,...., t

t t t
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Where L is the total number of gray levels and the 

cumulative probability Pt defined in (8). 

The entropy of the two classes A and B are defined by [18]: 
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And the total entropy is: 

( ) ( ) ( )T A BH t H t H t= +     (14) 

The first problem with this method is that the Shannon 

entropy is undefined for probability densities including zero 

probability. A new definition of entropy is proposed based 

on a exponential gain information [19]: 
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In summary, entropic thresholding problem can be 

formulated as: 

 { }*

1max ( )
t L T

t Arg H t≤ ≤=     (16) 

This approach has opened the field to use further steps for 

better information segment images. 

2.2.b Entropy two-dimensional: 

The motivation for the implementation of the entropic 

thresholding to solve the problem of selection thresholds is 

in the success of this method in many cases of applications, 

such as restoring images or target recognition [20]. The 

principle of maximum entropy based on the probability 

distribution that maximizes the Shannon entropy. Several 

examples of applications have demonstrated the efficacy of 

entropy in two dimensions compared to classical Shannon 

entropy, entropy to a dimension [21]. 

3. Parametric methods: 

The parametric methods of image segmentation assume that 

the different image classes follows a certain function of 

probability density [22]. Generally, these probability 

density functions (pdfs) are assumed to follow a Gaussian 

model. Starting from an approximation of the histogram of 

the image by a linear combination of Gaussian, optimum 

thresholds are at the intersection of these lasts [23]. In this 

part, we will present the basic principle of these methods, 

running in two stages, the first is to estimate the parameters 

and the second is to find the segmentation thresholds [24]. 

3.1 Approximation of the histogram by probability density 

functions: 

For a multimodal histogram h (x) of a given image, where x 

is the value in the scale of gray levels, the most used 

technique to find the optimal segmentation threshold is to 

rebuild the image histogram as the sum of probability 

density functions (pdf) [25]. In case these pdfs are 

Gaussian, the histogram model can then be written: 
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Where Pi is the prior probability, µ i the average and σi 

variance of the i mode [26]. 

For a given histogram, optimal parameters are those that 

minimize the reconstruction mean square error: 
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Where J is the objective function to minimize 

 { }, , ; 1, 2,....,
i i i

P j dµ σΘ = =
      

 (19) 

i ∈ [0, L −1], L denotes the total number of gray levels 

present in the original image [27]. 

3.2 Calculating segmentation thresholds: 

In the bimodal case d = 2, the optimal threshold is 

determined by minimizing the probability of error during 

assignment of  a gray level x to the first class, knowing that 

it belongs to the second class [28]: 

1 2 2 1( ) ( ) ( )
t

t

E t P p x dx P p x dx

+∞

−∞

= +∫ ∫               (20) 

Where t is the threshold, pi (x) is the probability density 

function mode i and Pi are the amplitudes of the Gaussian 

point µ i. 

3.3 Algorithm expectation-maximization: 
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We consider the case of an approximation of an image 

histogram by a combination of Gaussian .The problem is 

how to estimate the parameters of the different (Θ) 

Gaussian approaching the histogram at it best. 

For example, in the case of two classes, that is to say a 

histogram approached by two Gaussian, the vector of 

parameters to estimate { }1 1 1 2 2 2, , , , ,P Pµ σ µ σΘ =  is 

associated with two classes (object and background). This 

estimate is in the sense of maximizing the maximum 

likelihood criterion L( X | Θ), defined by [29]: 

         { }* max ( )Arg L XΘΘ = Θ       (21) 
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4. Adaptive thresholding: 

In the case where the background of the image is not 

uniform (changes in brightness), the global thresholding 

fails to extract the objects [30]. To overcome this difficulty, 

the most practical solution used is based on the application 

of an adaptive thresholding which consists in segmenting 

the image with different thresholds, which vary depending 

on the pixel position. The basic principle consists in 

dividing the image into sub predefined sizes of images, and 

applying a global thresholding technique to each of these 

sub-images [31]. 

5. Classification Segmentation: 

Since the image is essentially characterized by its 

histogram, most classification methods ("clustering") apply 

without any major difficulty to image segmentation. These 

methods can also be classified as parametric segmentation 

methods [32]. 

In case the number of classes is already known, then we 

speak of supervised classification; otherwise, it’s an 

unsupervised classification. Among the most used methods 

in image segmentation algorithm of mobile centers (K-

means) algorithm [33]. 

The algorithm of mobile centers (K-means) is the simplest 

classification technique. This technique use as a criterion 

for evaluating a score mean squared distance. The principle 

of the algorithm is as follows: 

Let a scatterplot (a picture) that we want partitioned into K 

classes. We set [34]: 
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iy ; in the case of K means clustering algorithm, is 

the Euclidean distance. 
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D   The overall distortion to the set of vectors. 

                      
1

K

ii
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The optimal classification is one that minimizes the total 

distortion D. The optimization procedure must take into 

account the following assumptions [35]: 

• For a specific set of centroids, classification that 

minimizes D is one for which every pixel is 

assigned to the class whose centroid is the closest. 

• For a given classification, if any, for each class i 

pixel yi which minimizes the total distance of class

iD . 

 

 

Algorithm 1: Mobile centers Algorithm (K means). 

6. Segmentation methods based regions: 

 
1. Select number of k classes. 
 
2. Define a random classification C: Choose k centroids yi 

randomly in space D grayscale [0, L-1]. 
 
3. While the intraclass inertia is not stable do 

3.1. Allocate each gray level to the class whose 
center is the closest. 

  
              3.2 C ←C’ 

 End While 

4.  Display the resulting classification. 
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Segmentation methods "based regions" or processing areas 

are designed to decompose the image into a set of 

connected regions according to a criterion of homogeneity. 

These methods are used, in particular, in the case where the 

histogram of the image is multimodal [36]. With the 

concept of connectivity used in these methods, 

segmentation obtained is better than the methods of 

thresholding. 

The mathematical formulation of the problem of 

segmenting an image into different homogeneous regions 

according to a homogeneity criterion H is shown below. 

Let 1,...., nX X
 
regions of the image I, they must comply 

with the following assumptions [37]: 

• 1

i n

i iX I=
=∪ =  and   , i ji j X X∀ ≠ ∩ = ∅   

• , ii X∀   is associated 

•  [ ],
i

i H X∀  is true the region 
iX  is said to be 

homogeneous. 

• 
( ),i jX X∀

 
Adjacent regions, 

,i jH X X    is 

false. 

The choice of the criterion of homogeneity in these 

methods is essential for proper operation. This choice 

depends on the problem being treated and the type of 

images. From a statistical standpoint, the variance Var gray 

levels in a region X can be used as a criterion of 

homogeneity (H) [38]: 

                                    

2

( , ) ( , )

1 1
( , ) ( , )

x y X x y X

Var I x y I x y
N N∈ ∈

 
= − 
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7. Methods based segmentation edges: 

Edge detection in an image is a much studied problem in 

the field of image processing and analyzing. In general, a 

contour is defined as the location of significant change 

information "gray level". Therefore, finding the contours in 

an image returns to evaluate the variation of the gray level 

in every pixel of the image [39]. 

So segmentation methods based on edge approaches aim to 

find the scene of large variations in the gray level. A large 

number of methods has been developed. These methods 

rely on the detection of discontinuities in the image and can 

be divided into three classes: derivates methods, analytical 

methods and methods based on active contours [40]. 

III. Fuzzy C-means: 

 

The FCM algorithm is a method of unsupervised 

classification, very popular and very powerful compared to 

other methods such as K-means algorithm or neural 

networks .It has been widely used for image segmentation. 

Despite this, the FCM algorithm suffers from certain 

drawbacks such as sensitivity to noise, the form of classes 

that is spherical, the need to know the number of classes 

and the dependence of its results to boot [41]. To overcome 

these drawbacks several variants of FCM, that we 

described, have been proposed. 

1. Fuzzy C-means algorithm: 

Fuzzy C-means clustering is an algorithm derived from the 

K-means algorithm. His contribution in relation to the latter 

is the introduction of the concept of fuzzy, to take into 

account the inaccuracy of the data. Developed by Bezdek in 

1981 as a result of work of Dunn, the FCM algorithm is a 

fuzzy reallocation algorithm, wherein the classes are 

represented by prototypes or centers of gravity [42]. Its 

application therefore provides for each observation to 

classify a degree of membership between 0 and 1 to each 

class, thereby producing a fuzzy partition. As with most of 

the other partition by classification algorithms, FCM is 

based on minimizing a criterion in an iterative process [43]. 

1.1 Principle of the algorithm: 

Let { }1 2, ,...., ,....,
i N

X X X X X=  be a set of N 

observations to be classified in classes K, 

( )1, 2,....,iX i N=  each observation can be represented 

by a set of attributes D: 

( )1 2, ,...., ,....,
T

i i i ij iDX X X X X=  .The K classes are 

represented by a vector of the centers of classes 

{ }1 2, ,...., ,....,
k K

V V V V V=  or 

( )1 2, ,....,
T

k k k kD
ν ν ν ν=  is the center of the class k. Each 

case iX is defined by its degree of membership in the class 

k kiµ  as [ ]01
ki

µ ∈
 

We can then define a partition matrix [ ]ki
U µ=  of 

dimension ( )K N× . The FCM algorithm is to partition the 

N observations in K classes to minimize the similarity of 

observations within each class .It results in minimizing the 

following objective function [44]: 
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m: is the fuzzification factor or fuzzy factor such as 

1 m< < ∞  
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i k i k

d x xν ν= −
 

is the distance separating 

observation i and the center of the k class. 

Usually the distance used is Euclidean:
 

( ) ( )
2

,
D

i k ij kjj
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The first constraint ensures that no class should be empty 

and the second is a normalization constraint ensuring that 

the sum of the degrees of membership of each observation 

to all classes equals 1. 

The fuzzy partitioning is performed by an iterative 

optimization of the objective function given by equation 

(26) .With update degrees of membership of the centers 

kiµ and Class kν as in the case of K-means algorithm. 

Updating the following formulas are obtained by the 

introduction of a Lagrange multiplier associated with the 

λ  normalization constraint given in equation (28). 

By applying the Lagrangian with respect to iX , we will 

have [45]:  

               

( ) ( )2

1 1
1 ,

K Km

i ki i k kik k
L X Xµ ν λ µ

= =
= − + −∑ ∑

 

0λ >         (29) 

The minimization of the Lagrangian with respect to degrees 

of membership and kiµ  Lagrange coefficient λ  gives us: 
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From equation (30), we deduce: 
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And from equation (31) and (32) we obtain: 
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By replacing equation (35) into equation (32) we obtain: 
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The update formula degrees of membership. 

The minimization of the Lagrangian relative to the variable 

kν  represents the center of the k class, is written as follows 

[44]: 
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Hence the update formula of class centers: 
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Algorithm 2: (Fuzzy c-means) FCM Algorithm 

1.2 FCM algorithm Disadvantages: 

The FCM algorithm has been extensively studied and has 

been used in many fields (medical image segmentation, 

geological and satellite). However this algorithm which 

requires knowledge of the number of classes is not robust 

towards the noise introduced by the imprecision of 

attributes and its effectiveness depends heavily on the 

initialization step of the centers of classes because the 

iterative process can easily provide a locally optimal 

solution [46]. Moreover, it is based on the Euclidean 

distance in the measurement of similarity between an 

observation and the center of a class which makes it usable 

for detecting spherical classes. To avoid these 

disadvantages therefore improve the classification results, 

several modifications were made to the standard algorithm 

and are presented as FCM variants. Those presented after 

taking into account the problem of noise and that of the 

distance [47]. 

2. FCM algorithm variants: 

Many variations have been thus proposed; they are either to 

change the functional to be minimized, or set to another 

distance or are still to change the influence of fuzzy factor. 

We have thus organized into three categories [41]: 

• Variant according the distance. 

• Variant according the objective function. 

• Variant according the fuzzification. 

2.1 Variant according the distance: 

The standard version of previously described FCM uses the 

Euclidean distance. However this distance gives good 

results when the classes are spherical in shape and having 

the same size, or where they have well separated [48]. But 

in reality the classes can have any geometrical shapes and 

sizes. Thus, several variations of the FCM using other 

distances have been proposed. 

2.2 Variant according the objective function: 

Other variants FCM directly affect the objective function to 

improve the results of the classification especially in the 

presence of noise. These generally introduce another term 

in the objective function of the standard FCM algorithm 

[49]. 

2.3 Variant according the fuzzification: 

Another class of variants FCM relates to the modification 

of the influence of fuzzy factor. FCM algorithm variants 

have been proposed to improve the performance of FCM 

and avoid its disadvantages include its susceptibility to 

noise and spherical shapes classes. We classified these 

variants into three categories. In the first, the Euclidian 

distance is used by the relevant standard is replaced by 

another type of distance to detect classes of any shape. In 

the second category, information is introduced in the 

objective function as an additional term in order to take 

noise into account. The third category modifies the 

influence of fuzzy factor [50]. 

Some of these methods have been developed in the general 

context, that is to say, to classify multidimensional data, 

others have been developed specifically for image 

segmentation in gray or color. 

IV .Simulation and analysis of results: 

 
Figure 1: Original image MRI of a brain. 

 
1. Set the parameters: 

a : The number of class K. 

b : The threshold ξ representing the convergence error. 

c: The blur level m, usually taken equal to 2. 

2. Initialize the centers of K classes randomly. 

3. Updating the matrix U degrees of membership by (36) 

4. Updating the vector V of cluster centers by formula (39) 

5. Repeat steps 3 and 4 until satisfaction of stopping criterion:
( ) ( 1)t t

V V ξ+− < , t is the tth  iteration. 
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The classification is a mental activity that occurs frequently 

in everyday life, in many disciplines. Articles on 

classification involve either new technologies or versions 

adapted to a very specific problem. It is obvious that none 

of these techniques can claim a universal efficiency. 

 

     Figure 2: Segmented image of the brain with MRI 

tumor location. 

Indeed, the objects are often listed relating to the categories 

or classes to which they are supposed to belong. This 

membership is usually vague time when uncertainty was 

represented by a logic called fuzzy logic.         

 

Figure 3: Segmentation of the original image of a brain 

MRI using Otsu thresholding, level = 0.286275. 

These notions of uncertainty and imprecision are included 

in the image processing field; particularly MRI images that 

are not sharp in nature, they are a 2D representation of a 3D 

volume leading to an uncertainty due to a superposition of 

different signals. Membership of an object or vector is not 

limited to a single class, but shared with other classes 

which take into account overlapping partitions is the case of 

fuzzy classification, or C-Average algorithm or (FCM) is 

the most used. When the set of points to classify become 

wider, the calculating time of FCM algorithm is 

incremented in a fast way and the result is not good. 

 

Figure 4: Segmentation by FCM algorithm for image 1, 

fcm 0, level = 0.205882. 

For this variant of this algorithm was then developed in 

order to increase performance. These improved versions are 

often dedicated to particular applications. In the case of 

works of MRI images are performed to accelerate FCM. 

                                   

 
Figure 5:  Segmentation by FCM algorithm for image 1, 

fcm 1 level = 0.64598. 
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Classification is the process that brings together objects 

into subsets while maintaining a sense in the context of a 

particular problem. Subsets obtained represent an 

organization, or a representation of the set of objects. The 

term k-means is a classification method of classifying an 

object in a single class, and minimize the intra-class inertia. 

  

 Figure 6:  Image 1 segmentation result with a sigma = 0.5 

The algorithm has the following properties: exact C-Means 

or HCM (Hard Means C) is independent of the data classes. 

The number of groups to be created is controlled by the 

user. It is to create a number of data groups such that each 

group is as compact as possible and the groups are the most 

distant from each other. The contribution of the algorithm 

Fuzzy C-Means (FCM) compared to the HCM algorithm is 

the introduction of the concept of fuzzy, allows the sharing 

of a picture point between several classes. Thus it facilitates 

the classification of sets of overlapping and non-acute 

points. FCM performs iterative optimization by evaluating 

approximate minimum of a function of error: 

  

Figure 7:  Image 1 segmentation result with a sigma = 1 

We tested the segmentations Fuzzy C-means and K Means 

on a series of MRI brain images. After treatment of used 

features, we observed that, in general, the studied 

algorithms allows a good segmentation. However, images 

with defects (reflection, dark part, fuzzy,…) give a result 

that looks visually correct, but does not allow a good 

detection of characters. 

 

Figure 8:  Image 1 segmentation result with a sigma = 1.5 

We found that both algorithms require prior knowledge of 

the number of clusters to be determined, making it 

impossible, any process automation. By their iterative 

nature, they are not effective when the number of clusters 

becomes important. 

                                 

 

Figure 9: Image 1 segmentation result with a sigma = 2 



   International Journal of Computer Sciences and Engineering          Vol.-3(12), PP(89-101) Dec 2015, E-ISSN: 2347-2693 

                             © 2015, IJCSE All Rights Reserved                                                                                                      99 

We can therefore conclude that the Fuzzy C Means and K-

means algorithms are effective for the detection of 

characters, but are not appropriate for images that have a 

large number of objects. From a perspective computation 

time, FCM appears to be more effective for high-resolution 

images while k-means is more suited to low-resolution 

images. 

V .Conclusion: 

The work presented in this paper relates to the field of 

image processing and more precisely that of the image 

segmentation based on the Fuzzy C-Means algorithm and 

its variants. We have presented in this paper an exhaustive 

number of these variants that have been proposed in the 

literature to address the problem of noise sensitivity of 

conventional FCM algorithm. These lasts trying to change 

or minimize the functional, or define another metric or 

change the influence of fuzzy factor. We presented in this 

paper the results of image segmentation textured fuzzy 

classification, based on Fuzzy C-means algorithm and its 

variants. A series of tests was carried out on an image to 

show the contribution of each method compared to the 

conventional FCM algorithm. To test the noise sensitivity 

of the algorithm, we test the noisy image with Gaussian 

noise variance equal 0.5, 1.0, 1.5 and 2.0 of the number of 

gray levels. 
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