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Abstract -Clustering focuses on grouping similar objects in one cluster and dissimilar objects into another cluster. In clustering, 

this concept of boosting applies to the area of predictive data mining to generate multiple clusters. There is an existing cluster 

based boosting(CBB) system which focus on real data sets applied to it as input. It uses K-means algorithm that evolved in 

limited number of clusters with over fitting and it also holds two limitations: 1.Subsequent functions ignoring troublesome 

areas 2.Complex subsequent functions. To overcome these drawbacks hierarchical clustering is proposed and thus enhances the 

accuracy of desired output of CBB approach compared to popular boosting algorithm. The comparative analysis may show the 

improvement in performance of the system. The users may obtain refined clusters with more accuracy as desired output.   

Keywords— :  Boosting, Clustering, Hierarchical clustering, Classifier combining, Machine Learning, Supervised learning, 

Computer graphics, Artificial intelligence. 

I. INTRODUCTION 

This project idea is based in data-mining domain. In this 

project over-fitting problems in clusters is focused nd using 

boosting technique refined clusters are achieve in dataset, 

containing noisy labels. 

 

Clustering is the process in which relevant data is put 

together with the system learning technique. These clusters 

sometimes may contain irrelevant data due to noise in 

training dataset. This noise can be wrong labels in dataset or 

mismatched features of members as far as other members 

are concern. This motivates us to work on refinement of 

clusters using boosting technique. Also with boosting 

[9]and clustering system should achieve noiseless and 

relevant clusters.  

 

Here we further discuss our cluster-based boosting solution. 

The main strategy for CBB is to incorporate clusters created 

on the training data directly into the boosting process using 

these clusters and the initial function to learn the subsequent 

functions[1]. First, the clusters created provide additional 

structure for the subsequent functions since these clusters 

include both correct and incorrect instances from previous 

functions. This structure helps to mitigate the filtering 

problem in subsequent functions. Next, these clusters are 

designed to break up the training data into different areas 

since each cluster encapsulates only instances with a high 

degree of similarity. These separate areas help to mitigate 

overfitting in subsequent functions[3]. One explanation for 

why boosting has problems is the way it learns subsequent 

functions. These functions are trained focusing on all the 

incorrect instances in the training data where the initial 

function did not predict the correct label. This additional 

training forces subsequent functions to accommodate highly 

dissimilar training data. This can result in subsequent 

functions with an increased complexity and likelihood of 

overfitting. At the same time, the training process for these 

subsequent functions tends to ignore problematic training 

data on which the initial function predicted the correct label. 

This can result in important information withheld from 

subsequent functions such as the labels for correct instances 

that are highly similar to the incorrect instances. To address 

the limitations of boosting, we hereby propose a novel 

cluster-based boosting  approach that incorporates clusters 

into the boosting process to improve how boosting learns 

these subsequent functions. Our CBB approach partitions 

the training data into clusters that contain highly similar 

member data to break up and localize the problematic 

training data. CBB then uses these clusters integrated into 

boosting to improve the subsequent functions as opposed to 

previous work that has used clusters only for preprocessing. 

First, CBB evaluates each cluster separately to identify 

whether the problematic training data should be used to 

learn subsequent functions. This allows for more selective 

boosting to accommodate different types of problematic 

training data. Next, CBB learns subsequent functions 

separately on each cluster using only the member data in 

that cluster. This allows for less complex subsequent 

functions and helps to mitigate overfitting from being 

propagated into boosting. Last, CBB learns subsequent 

functions starting with all the cluster members—not just 

those deemed incorrect by the initial function. This allows 

for more inclusive boosting that can accommodate 

problematic training data deemed correct. 

 

The rest of this paper is organized as follows. Section 2 

provides the literature survey on boosting and related work 

on using clustering and boosting. 
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Section 3 provides a more in-depth discussion on the 

proposed CBB system . Section 4 concludes and discusses 

future work. 

 

II. LETURATURE SURVAY 

 

There exists a large body of previous work that 

demonstrates the effectiveness of boosting. Theoretical 

results have shown that boosting is resistant to overfitting 

the common SL problem where the algorithm 

overspecializes on nuances in the training data to the degree 

that predictive accuracy on new data instances is reduced 

[1]. 

 

Furthermore, empirical results on a wide variety of existing 

data sets have shown that boosting generally achieves 

higher predictive accuracy than using a single function from 

the same SL system [2]. In addition to benchmark data sets, 

boosting has also been used effectively on a wide range of 

applications [3]. 

 

There are many different strategies for computing clusters. 

Here, we use the centroid-based k-Means because of its 

proven effectiveness and popularity. However, there is no 

best clustering algorithm on all data sets. However, on real-

world data sets with numerous, irrelevant features, the 

clusters may be distorted to the point that they become no 

longer useful for selective boosting, and thus reducing the 

effectiveness of CBB. We intend to investigate both 

applying feature selection before clustering and using semi-

supervised during CBB to address this possible limitation 

[4]. 

 

The initial function failed to predict the label correctly for 

certain instances, not because the initial function learned 

was incorrect, but because these instances were labeled 

wrong to begin with. However, boosting does not realize 

that the labels were wrong and, thus, holds the initial 

function responsible. As a result, boosting focuses 

subsequent functions on learning how to “correctly” predict 

these instances assuming that the wrong labels provided are 

correct [5]. 

 

III. PROPOSED  SYSTEM 

 

The existing CBB system focused on real data sets applied to 

the it. It used K-means algorithm which needed number of 

clusters to be specified thereby replacing it with X means 

algorithm. The proposed system used hierarchical clustering 

for cluster formation having advantages: 

• It does not need centroids to be specified. 

• Improves accuracy of clusters by forming hierarchical 

tree depending on the level of resolution. 

The hierarchical clustering is used along with boosting for 

enhancing the accuracy of CBB system and removing label 

noise, overfitting and functions complexity. We will provide a 

comparative analysis of clustering algorithms based on which 

we shows hierarchical clustering is more efficient[13]. 

  

The main strategy for CBB is to incorporate clusters created 

on the training data directly into the boosting process using 

these clusters and the initial function to learn the subsequent 

functions.[7] First, the clusters created provide additional 

structure for the subsequent functions since these clusters 

include both correct and incorrect instances from previous 

functions. This structure helps to mitigate the filtering 

problem in subsequent functions. Next, these clusters are 

designed to break up the training data into different areas 

since each cluster encapsulates only instances with a high 

degree of similarity. These separate areas help to mitigate 

overfitting in subsequent functions. 

 

(A)Cluster Creation: 

 

Our CBB solution is based on unsupervised clustering that 

tries to decompose or partition the training data into clusters 

where the member instances in a cluster are similar to each 

other and as different as possible from members in other 

clusters. There are many different strategies for creating 

clusters on the training data. Probably the most popular 

strategy for clustering is k-Means (centroid-based) that 

assigns training data to the cluster to minimize the distance 

between each member and the cluster center. The CBB 

solution uses k-Means in this paper to establish that 

clustering can improve boosting in a general way. 

 

The goal for k-Means clustering is to assign each instance 

to the cluster that minimizes the following objective 

function : 

   k 

∑  ∑  ||χi - mc||
2
    ..........(1) 

              c=1  χi ∋ πc 

 

where χi is the instance, πc is the cluster, mc is the cluster 

centroid, and norm squared is the distance between the 

member instance and the cluster center. (For k-Means, 

distance and similarity are inversely proportional with zero 

distance corresponding to perfect similarity.) This objective 

function is difficult to solve precisely and k-Means 

clustering usually employs an iterative method where 

cluster assignments are updated until the distance between 

the members is minimized. 

  

The principal limitation for k-Means clustering is that the 

number of clusters used (the k) must be specified 

beforehand. Our CBB solution addresses the limitation in k-

Means clustering by using a modified version called X-
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Means that learns the appropriate number of clusters 

automatically. X-Means starts with the set of clusters from a 

small k and then dynamically increases k as long as it 

lowers the Bayesian Information Criterion (BIC) in the new 

set of clusters: 

 

BIC(πc)= |χ|lnσ2
 + kln|χ| ...........(2) 

 

where χ is all the training data in cluster πc  and σ2
 is the 

same as the inner summation in objective function. The 

value of k when BIC is minimal is thus considered the 

optimal number of clusters for the data set. Note that the 

BIC metric rewards sets of clusters containing similar 

members, while penalizing clusters that are too small. In 

this way, the BIC encourages cluster compactness while 

discouraging clusters too small to encapsulate meaningful 

areas. 

 

(B)Learning Subsequent Functions: 
CBB uses a modified boosting process that learns 

subsequent functions selectively on the clusters. CBB 

consider four different cluster types based on two 

independent factors: cluster membership (heterogeneous 

and homogenous) and previous function accuracy 

(prospering and struggling).these cluster types are given in a 

descending order of difficulty for the functions. 

 

(a)Heterogeneous struggling : The cluster contains 

members with different labels and previous functions 

struggle to predict the correct labels. Since such a cluster 

generally contains troublesome training data and previous 

functions have been struggling, CBB uses boosting with a 

high learning rate (high-eta boosting) on this type—learning 

subsequent functions focusing on incorrect members until 

accuracy improves. 

 
(b)Heterogeneous prospering :  The cluster contains 

members with different labels, but previous functions are 

still able to predict the correct label for most of the 

members. Since such data is difficult , boosting can still 

make improvements by refining the final decision boundary, 

CBB uses boosting with a low learning rate on this type—

learning fewer subsequent functions focusing on incorrect 

members. Homogenous struggling - A cluster contains 

members with the single label, but the previous functions 

struggle to predict the correct labels. This type can happen 

when the previous functions sacrifice these members 

focusing instead on learning other areas of the training data 

to achieve the highest accuracy. Since this type is easy for a 

function to predict (simply by predicting the majority label), 

CBB learns a single, subsequent function on all members 

without boosting on incorrect members.    

 

(c)Homogenous prospering : The cluster contains 

members with predominately a single label and the previous 

functions already predict the correct label for most of the 

members. CBB does not learn any subsequent functions on 

this type to prevent those functions from learning the label 

noise. 

 

(d)Homogenous struggling : The cluster contains members 

with predominately a single label, but the previous 

functions struggle to predict the correct labels. This type 

can happen when the previous functions sacrifice these 

members focusing instead on learning other areas of the 

training data to achieve the highest accuracy. Since this type 

is easy for a function to predict CBB learns a single, 

subsequent function on all members without boosting on 

�incorrect members.   

 

The four cluster types are computed using two separate 

metrics. First, the localized estimate (LE) metric is used to 

decide whether a cluster is struggling or prospering: 

 

LE(πc) = {prospering if acc(F,πc) ≥ 1- δ1, struggling  

 otherwise}    ...........(3) 

 

where acc (F, πc)is the accuracy of the previous functions 

evaluated only on the cluster members and d1 is a tunable 

parameter on the range 0.1≤ δ1≤ 0.3. This range is sensible 

because 1. a smaller δ1 (<0.1) would render the typing too 

strict such that almost all clusters would fall into the 

struggling category and  2. a larger δ1 (>0.3) would 

probably allow us too many borderline struggling clusters to 

be considered prospering. Second, the minority label 

estimate decides whether a cluster type is homogenous or 

heterogeneous by using following function:  

 

MLE(πc) = {homogeneous if minority(πc) < δ2,  

       homogeneous otherwise}   

     ............(4) 

where minority(πc) is the minority label percentage on the 

cluster members and δ2  is a tunable parameter on the range 

0.2≤ δ2≤ 0.4.This parameter uses a range to accommodate 

data sets with varying label distributions. Data sets with a 

larger skew towards the majority label need a 

correspondingly smaller threshold. Last, CBB computes the 

weighted vote for a function using: 

 

vote(ƒt) = η ln(1-εt/εt)  .........(4) 

 
where (ƒt) is the function, η is the learning rate used to 

control the update of the weights for the incorrect instances, 

and εt  is the weighted error on the member data.Tthis vote 

is also used as the basis for updating instance weights in the 

boosting probability distribution. 

 

(C)Cluster-Based Boosting Approach : 

 



   International Journal of Computer Sciences and Engineering        Vol.-3(10), PP(66-70) Oct 2015, E-ISSN: 2347-2693 

                             © 2015, IJCSE All Rights Reserved                                                                                                           69 

 
fig.1 CBB pseudo code 

 

We now discuss our approach for the CBB solution with 

pseudo code provided in Fig. 1. First lines 1-7, the training 

data is broken into sets of clusters with varying k where 

each set of clusters minimizes the objective function. 

During this process, CBB computes the BIC for the set of 

clusters at line 5. Second ,CBB chooses the set of clusters 

with the lowest BIC at line 8. Third, CBB learns the initial 

function using all the training data using line 9. After 

clustering, lines 10-20 performs selective boosting based on 

the cluster type. The cluster type is computed using the 

localized estimate metric from provided in eq.2  and the 

minority label metric from provided in eq.3. If the cluster is 

Heterogeneous Struggling , high-eta boosting has a learning 

rate on the high end for AdaBoost (η=1) [4]. Otherwise, if 

the cluster is Heterogeneous Prospering, low-eta boosting 

has a learning rate on the low end for AdaBoost (η=0.5) . 

Otherwise, if the cluster is Homogeneous Struggling , a 

single function is learned without boosting . No functions 

are learned if the cluster is Homogeneous Prospering to 

avoid learning label noise. After selective boosting, the set 

of functions is assigned the weighted vote based on vote 

function provided in fig.4 and used to predict the labels for 

a new instance. There are two different ways that these 

subsequent functions can be used: restricted and 

unrestricted. Both of course would count the initial function 

in the voting. Restricted only counts the subsequent 

functions learned on the cluster to which the new instance 

would be assigned and disregards votes from other clusters. 

Unrestricted counts the votes from subsequent functions 

learned from all the clusters. We use restricted CBB in the 

rest of this paper because it is more consistent with the 

proposed selective boosting on each cluster. 

 Finally we shows the result in the form of tables 

comparing hierarchical and k-means algorithms based on 

number of accurate clusters probablity. 

 

 

IV. CONCLUSION 

 

This system helps to identify the drawbacks in boosting on 

supervised learning algorithm. Cluster based boosting 

technique helps to overcome the drawback of weak 

supervised learning[2]. Clusters formed using proposed 

technique is having most relevant members and it avoids the 

over-fitting problem. This approach help to form clusters 

for noisy datasets. These data sets may contain wrong labels 

and  vague featured members. This proposed approach work 

on them and form fine grained clusters. This proposed 

approach work on refinement of the initial function and 

subsequent functions that selects the member to form 

clusters. 

 This CBB approach attempts to address two 

specific limitations for current boosting both resulting from 

boosting focusing on incorrect training data. First is filtering 

for subsequent functions when the training data contains 

troublesome areas and/or label noise and second is 

overfitting in subsequent functions that are forced to learn 

on all the incorrect instances .These limitations are 

addressed by reducing filteration of subsequent functions, 

using the appropriate amount of boosting for each cluster. 

And over-fitting in subsequent functions since they required 

to learn only the similar member data (correct and incorrect) 

in a single cluster. We will demonstrate the effectiveness of 

CBB through extensive empirical results data sets with two 

different kinds of clustering algorithms. First, we show that 

CBB achieves superior predictive accuracy using k-

means[1], the most popular clustering algorithm. Second, 

we show that CBB achieves superior predictive accuracy to 

Hierarchical clustering[11], another algorithm that uses 

dynamic cluster creation in clustering. The CBB parameters 

for the localized estimate metric and the minority label 

estimate metric need to be fine-tuned on each dataset. Fine-

tuning these parameters adds complexity to the final 

solution leading to scalability issues on big data. We intend 

to investigate how to automatically set these parameters 

based on the dataset structure and properties. 
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