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Abstract— In this paper an attempt has been made to review on application of data mining techniques in the field of 

agriculture. India is the largest producer and consumer of sugar in the world and its most efficient crops in converting solar 

energy into chemical energy. Sugar-cane is an important commercial crop of the world.  About 45 million sugarcane farmers, 

their dependents and a large agricultural force, constituting 7.5 percent of the rural population, are involved in sugar-cane 

cultivation, harvesting and ancillary activities. Sugar industries development is backbone to economic development of the 

nation. In India, Sugar industry is the second largest agro-based industry and it contributes significantly to the socio economic 

development of the nation. The major Sugar-cane crop growing states in India are Uttar Pradesh, Bihar, Assam, Haryana, 

Gujarat, Maharashtra, Karnataka and Tamil Nadu. This paper presents state of Karnataka datasets to predict less error rate on 

better productivity and yield using regression metrics. 
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I.  INTRODUCTION  

Data mining can be viewed as a result of the natural 

evolution of information technology. An evolutionary path 

has been witnessed in the database industry in the 

development of the following functionalities: data collection, 

data management and data analysis. For instance, the early 

development of data collection and database creation 

mechanisms served as a prerequisite for later development of 

effective mechanisms for data storage and retrieval, and 

query and transaction processing. Become the next target 

systems opening query and transaction processing as 

common practice, data analysis and understanding has 

naturally. Data mining is the extraction of hidden predictive 

information from large databases. It‘s a powerful new 

technology with great potential to help companies focus on 

the most important information in their data warehouses. 

Data mining tools predict future trends and behaviours, 

allowing businesses to make proactive, knowledge-driven 

decisions. The automated, prospective analysis offered by 

data mining move beyond the analysis of past events 

provided by retrospective tools typical of decision support 

systems. 
 

Sugarcane is an important commercial crop of the world. 
Sugarcane cultivation is done in around 5 million ha of the 

land in India. Since sugarcane is annual crop and grows 12-

18 months in the agriculture field in India. Hence this 
objective would provide the scientific information that what 

are the influences of various climatic factors in different 

growing time of sugarcane crop [1]. 

 

A process model for analysing data, and describes the 

support that Weka to Environment for Knowledge 

Analysis (WEKA) provides for this model [2]. The 

domain model learned by the data mining algorithm 

can then be readily incorporated into a software 

application. This WEKA based analysis and application 

construction process was illustrated through a case 

study in the agricultural domain. 

 

This paper focus of study was to measure the growth in total 

factor productivity and Yield of the sugarcane crop in 

Karnataka state. The paper is organized as follows: Chapter 2 

discusses the Literature Review. Chapter 3 discusses the 

Proposed Methodology 4 discusses the Results and 

Discussion. Chapter 5 discusses the conclusion. 

 

 

II. RELATED WORK  

Kumar et al. (2014) investigated the impact of 

climatic and non-climatic factors on productivity of major 

food grain crops in India using a Cobb-Douglas production 
at state level panel data in India. In this analysis, the authors 
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include average minimum temperature, average maximum 

temperature and actual rainfall as climatic factors in growing 
time of each crops (sowing time to harvesting time). 

Empirical result of the study reveals that productivity of 

wheat, barley, gram and rice crops are declined due to 
increase in actual average minimum temperature. The 

productivity of rice, maize, sorghum, and ragi crops are lead 

to decrease with increase in actual average maximum 
temperature in growing time of corresponding crops [3].

 

Sellam, et al explained various environmental 

parameters like Area under Cultivation (AUC), Annual 

Rainfall (AR) and Food Price Index (FPI) that influences the 

yield of crop and the relationship among these parameters 

was established. Using Regression Analysis (RA), Linear 

Regression (LR) the various environmental factors and their 

infliction on crop yield was analysed [4]. 

Sujatha, et al described about the purpose of various 
classification techniques that could be utilized for crop yield 

prediction. A few of the data mining methods, such as the 
Naïve Bayes, J48, random forests, SVM, artificial neural 

networks were presented. A system using climate data and 

crop parameters used to predict crop growth has been 
proposed [5]. 

Ankalaki, et al presented a comparative study on 

DBSCAN and AGNES algorithm for clustering. Crop yield 

was forecasted using MLR (Multiple Linear Regression) and 

a formula was derived for each crops. From the proposed 

work, we can conclude that DBSCAN was more time 

consuming than the optimal and efficient number of clusters. 

Regression analysis performed for the forecasting that 

showed a highly dependency on the dataset. Proper data 

collection will make the model significant, otherwise it can 

lead to inaccurate results [6]. 

Kushwaha, et al.  Predicted the suitability of a crop 

for a particular climatic condition and the possibilities of 

improving the crops quality by using weather and disease 
related data sets. They have proposed an analysis, 

classification and prediction algorithm that helps in building 
a decision support system for precision farming. It was based 

on the Hadoop file system [7]. 

Rub, et al.  Presented a comparative study on the 
regression models that could be used for predicting yield. 

The algorithms discussed were Multilayer perception Model 

(MLP), Reg-tree (Regression tree), RBF (Radial Basis 
Function Network and SVM. They have concluded that SVM 

serves as a better model as far as yield prediction was 
concerned [8].

 
 

Raorane, et al. discussed about the various data 

mining techniques for improving the crop production in 

agriculture. A few of Data mining methods, such as ANN, 

Decision Tree algorithm, Regression Tree, Bayesian 

network, SVM, k means were used for classification [9]. 

A. Nagarajan (2013) was conducted a study on 

―sustainable farming practices in sugarcane cultivation‖. The 

objective was to minimize the cost of production and 

maximize the productivity without affecting the environment 

and certain steps need to be wakened for sugarcane 

cultivation such as land preparation practice, planting sets 

practice, water management practice, inter cropping 

management practice, ratoon management practice, 

harvesting management practice and from these practices 

they concluded that it was a great help to evaluate the 

adoption of different sustainable sugarcane farming practices 

[10].
 

Nazir et al. (2013) found that the costs of inputs of 

sugarcane i.e. urea, DAP, FYM, land preparation, seed and 

its application, weeding and cost of irrigation were the 

important factors which influenced on the returns of 

sugarcane growers. The effectiveness was examined by 

using the Cobb-Douglas production function, MVP and 

allocative efficiency were also calculated. They also found 

that the high prices of inputs, low price of output, delay in 

payments and lack of scientific knowledge were the major 

problems in sugarcane production. In order to enhance the 

productivity of sugarcane in the country, government should 

solve the identified problems to increase the income of 

sugarcane growers [11]. 

The cost and returns analysis was used to assess the 

profitability, whilst multiple linear regression analysis was 

used in identifying the determinants of profitability [12]. 

Gupta et al. (2012) analyzed the climatic impact on 

crop productivity of rice, sorghum and millet at macro level. 

The authors included average temperature and actual rainfall 

in growing time of these crops. The empirical findings of 

this study showed that climate change is likely to reduce the 

yields of rice, sorghum and millet crop in 16 major 

agriculture intensive states of India [13]. 

Srivastava & Rai (2012) also mentioned in their 

review article that there is need a research to identify the 

climatic effect on cane productivity in India [14]. 

Kumar et al. (2011) concluded that climate change 

has shifted the weather condition which affected the seasonal 
crops and reduced the available growing time of rice and 

sugarcane crops in Uttarakhand and Uttar Pradesh (India) 

[15]. 
Geethalakshmi et al. (2011) also showed that the 

productivity of rice has declined by 41% with 40C increase 
in temperature in Tamil Nadu (India) [16]. 

Masters et al. (2010) mentioned that climate change 

has a significant negative effect on agriculture production 

that occupies around 40% of the land globally [17]. 

Kalra et al. (2008) undertook a state wise analysis 

for four states of India, namely Punjab, Haryana, Rajasthan 

and Uttar Pradesh. The study also concluded that wheat, 

mustard, barley and chickpea production has decreased due 

increase in seasonal temperature [18]. 

 Study by Kapur et al. (2009) mentioned that 

rainfall may decrease crops yields by 30% by the mid-21st 

century. This study also justified that there would be 



   International Journal of Computer Sciences and Engineering                                     Vol.6(7), July 2018, E-ISSN: 2347-2693 

  © 2018, IJCSE All Rights Reserved                                                                                                                                        68 

reduction in arable land that could be results in more 

pressures on agriculture production In India [19]. 

Dr.S.D.Sundar singh and R. Veeraputhiranhas had 
conducted a study on ―irrigation management in sugarcane‖ 

(2000) and concluded that Tamil Nadu was the leading 

producer of sugarcane was compared to other states. But, the 
scarcity of water was a limiting factor. Water was vital in 

certain stages of growth of sugarcane. Irrigation water was 

essential yet a constraint in sugarcane production, efficient 
supply of water, considering the soil, climate, crop, 

environment conditions was important. The various 
strategies include selection of varieties, mulching, and 

gradual widening of furrows, alternate furrow method of 

irrigation, drip irrigation, and an innovative method called 
surge irrigation. The authors stressed in the fact that an 

optimum soil moisture environment was a pre-requisite to 

reduce the adverse of shoot borer in sugarcane [20].
 

III. METHODOLOGY 

A. Block Diagram 

The outline of the work illustrated by using a figure in this 

section. Figure 1: describe the overview of the proposed 

block diagram. At the beginning stage, this large data set is 

carried out into pre-processing and is called as Data pre-

processing. In the next stage, the model are generated using 

Machine learning algorithm. In the final stage, validating the 

model is done by comparing the result of various algorithm.  

 

 
 

 
 

 

 

 

 

 

 
Figure 1. Block diagram 

 

B. Data Description  

The present study focus on past 15 years data from the 

period 2001 to 2015.The data was obtained from the 

database of Department of Agricultural Cooperation and 

Farmers Welfare, Government of India, Directorate of 

Economic and Statistic in state of Karnataka State. This raw 

data set is then pre-processed and analysed by using Weka 

tool. In this work uses, 29 districts data are considered for 

prototype analysis of the tools. The given Agriculture data 

base has different attributes like District Name, Year, Crop 

type, Area, Production and Yield class with their respective 

values .The dataset used by us contains 6 attributes and 332 

instances for Agriculture data to measure the regression 

error metrics. We have applied different algorithms using 

WEKA data mining tool for our analysis purpose.  

C. Explorer Interface  

It first pre-processes the data and then filters the data. Users 

can then load the data file in CSV (Comma Separated Value) 

format and then analyse the Regression error metrics result 

by selecting the following algorithms using 10 cross 

validation: Linear Regression, REP Tree, and Random Tree. 

In Weka we measured the class value is numeric, the 

correlation coefficient is given. An Evaluating a machine 

learning algorithm on a regression problem and a number of 

different performance measures to review. Of note the 

performance summary for regression algorithms are two 

things: 

 Correlation Coefficient. This is how well the 

predictions are correlated or change with the actual 

output value. A value of 0 is the worst and a value of 1 is 

a perfectly correlated set of predictions. 

 

 Root Mean Squared Error. This is the average amount 

of error made on the test set in the units of the output 

variable. This measure helps you get an idea on the 

amount a given prediction may be wrong on average. 

 
 Mean Absolute Error: This scale the error to the 

mean. 

 Root relative squared Error: The regression line 

predicts the average y value associated with a given x 

value. Note that is also necessary to get a measure of 

the spread of the y values around that average. To do 

this, we use the root-mean-square error. 

 

 
Figure 2: Basic Diagram of 10-fold Cross Validation 

 

D. Random Forest  

The basic idea is that you divide your training dataset 

into k subsets. You then train the Random Forest on k - 

1 subsets, setting aside the other subset. Test the model on 
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the remaining subset. Then repeat that process k times, such 

that by the end, each of the subsets has acted as the ‗test set‘ 

once. This can be achieved through a simple for loop. You 

can use any number of subsets (k), though I would personally 

recommend 10 as a good measure. So as you can see, the 

dataset is split into 10 parts. The model is then trained-and-

tested 10 times, each time on a different 9 parts, and tested 

on the tenth. By the end you can aggregate all of your test 

results into a dataset, and compare the predictions with the 

true values. This works for both classification and regression. 

 

Figure 3: Screenshot view of Random Forest Output  

 

E. REP tree  

The basic idea is that you divide your training dataset 

into k subsets. You then train the REP tree on k - 1 subsets, 

setting aside the other subset. Test the model on the 

remaining subset. Then repeat that process k times, such that 

by the end, each of the subsets has acted as the ‗test set‘ 

once. This can be achieved through a simple for loop. You 

can use any number of subsets (k), though I would personally 

recommend 10 as a good measure. So as you can see, the 

dataset is split into 10 parts. The model is then trained-and-

tested 10 times, each time on a different 9 parts, and tested 

on the tenth. By the end you can aggregate all of your test 

results into a dataset, and compare the predictions with the 

true values. This works for both classification and regression. 

Figure 4: Screenshot view of REP tree Output 

F. Linear Regression 

 

The basic idea is that you divide your training dataset 

into k subsets. You then train the linear regression on k - 

1 subsets, setting aside the other subset. Test the model on 

the remaining subset. Then repeat that process k times, such 

that by the end, each of the subsets has acted as the ‗test set‘ 

once. This can be achieved through a simple for loop. You 

can use any number of subsets (k), though I would personally 

recommend 10 as a good measure. So as you can see, the 

dataset is split into 10 parts. The model is then trained-and-

tested 10 times, each time on a different 9 parts, and tested 

on the tenth. By the end you can aggregate all of your test 

results into a dataset, and compare the predictions with the 

true values. This works for both classification and regression. 

 

Figure 5: Screenshot view of Linear Regression Output  

 

 

IV. EXPERIMENTS AND DISCUSSION 

 

An Explorer the data mining techniques that have been 

used by us using different algorithms Linear Regression, 

Random Forest and REP tree. Through these techniques 

we trained out results on the basis of time taken to build 

model, Correlation coefficient, Mean absolute error, Root 

Mean Squared Error, Relative Absolute Error and Root 

Relative Squared Error and Algorithm scoring Error 

prediction is shown in Table 1 and Figure 6.  

 

Linear Regression classified Best Correlation Coefficient 

rate is 0.8009 compare with Reptree and Random forest 

algorithm and this algorithm achieved Minimum Error rate 

on Mean Absolute Error = 7.7852, and time taken to build 

model=0.39 seconds. So from Explorer Interface data 

mining technique we can deduce that Linear Regression  

have predict least error rate and it takes less time to build 

model it.  
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Algorithm 

  Mean Root  Relative 

Correlation  Absolute Mean Absolute 

Coefficient Error Squared Error 

   Error   

REP tree 0.71074 9.5964 13.057 69.226 

Linear 

Regression 
0.8009 7.7852 11.092 56.161 

Random Forest 0.7856 8.9651 12.45 64.672 

 
Table 1: Explorer Interface results 

 

 
 

Figure 6: Error rate Analysis  

 

V. CONCLUSION  

Agriculture is the most significant application area 

particularly in the developing countries like India. In 2010-

11 Karnataka state was best annual growth in production. 

Use  of  information technology in agriculture can hang the 

scenario of decision making  and  farmers  can  yield  in  

better  way.  There is a growing number of applications of 

data mining techniques in agriculture and also a growing 

amount of data that are currently available from many 

resources in sugar industry to increase profitability we 

should reduce the cost of cultivation and improving the 

productivity per unit. It is possible through new research 

innovations, technological interventions and 

mechanization [21]. It would be effective, if an efficient 

research and development effort on sugarcane is taken. So, 

the government should initiate to improve the sugar 

cultivation where cane yield and sugar need to be 

improved substantially. In this paper we have discussed 

about the role of data mining in outlook of agriculture 

field. This is relatively a novel research field and it is 

expected to grow in the future. There is a lot of work to be 

done on this emerging and interesting research field. The 

multidisciplinary approach of integrating computer science 

with agriculture will help in forecasting/managing 

agricultural crops effectively. In this study made less error 

rate prediction using Linear Regression Algorithm and its 

classified Best Correlation Coefficient rate is 0.8009 

compare with Reptree and Random forest algorithm and 

this algorithm achieved Minimum Error rate on Mean 

Absolute Error = 7.7852, and time taken to build 

model=0.39 seconds. 
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