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Abstract—In the long history of database communities, lots of research efforts had been done for reducing seek-times and 

rotational delays caused by mechanical components used in HDD (Hard Disk Drive). As an example of those efforts, some 

I/O scheduling algorithms were devised for the purpose of efficient services of online video streams being pumped up from 

HDD storage. To this end, a rate-reservation EDF is recently adopted to be incorporated into the recent platform built on 

flash storage. In this research, a fixed length of time is chosen as a period unit and the disk bandwidth assumption of each 

video stream is decided based on that time. The previous rate-reservation EDF algorithm is very suitable for serving a 

mixture of real-time requests and common requests without deadline. In this paper, we propose a new way that can 

dynamically compute the varying amounts of free bandwidth arising from more-than-reservation reading, while scheduling 

video streams according to the rate-reservation EDF algorithm. For this, we devised two data structures that can keep 

information about workloads and free bandwidth over a certain length of period units. Using scheduling information 

managed in those data structures, our proposed scheme can efficiently utilize slack times that occur unexpectedly from 

time to time.  Because of the efficient reclamation of slack times, our scheme can improve the actual I/O performance of 

flash storage that is prepared for Web-based streaming services.  
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I.  INTRODUCTION  

In the past time, a lot of research on I/O scheduling was 

done for the purpose of reducing I/O overheads in HDD 

(hard disk drive) storage [1-11]. That is, diverse algorithms 

for optimizing seek times and rotational delays were 

proposed for efficient usage of HDD storage. Among 

them, the well-known algorithms such as SCAN and C-

SCAN are widely implemented in reality because of their 

algorithmic simplicity and relatively low overhead of seek 

times [8, 9, 11]. Since these two scheduling algorithms are 

not suitable for serving I/O requests with deadlines, they 

cannot be used for servicing on-line video streams without 

some modifications to them. In this context, some other 

algorithms have been proposed to incorporate real-time 

features into SCAN-style algorithms [8, 10]. Although 

those algorithms work by considering deadlines of I/O 

requests in scheduling, they have an inherent limitation due 

to their feature of batch-style scheduling [3, 7-9].  

Recently, [12] propose a I/O scheduling scheme that 

employs an EDF-style algorithm for serving video streams 

in flash storage. In this research, scheduling priorities of 

I/O requests with deadlines are given by using the earliest-

deadline-first (EDF) policy. To admit video streams within 

available storage bandwidth, storage bandwidth is 

allocated to streams based on the Rate-reservation EDF 

(RR-EDF) algorithm [5].  In nature, this EDF-style 

algorithm is suitable for flash storage, rather than HDD 

storage, because HDD storage suffers from large variations 

of service times for a given set of I/O requests, depending 

on their scheduling orders [5]. This is because HDD 

storage has mechanical parts having seek times and 

rotational delays [3, 9, 10]. Differently from this, flash 

memory has no mechanical components, and thus it has 

very uniform service times of data requests, regardless of 

their physical locations [12, 13]. Therefore, the EDF-style 

algorithm can be easily employed in flash storage, since 

the service orders of data requests barely affect the total 

read time [14-17].  

In this pa98per, we propose a way to compute the amounts 

of varying slack times, while we are scheduling I/O 

requests according to the RR-EDF (rate-reservation EDF) 

algorithm. The proposed technique considers a realistic 

online streaming service, where a mixture of video data 

with timing constraints and non-video data without timing 

constraints are retrieved together. Note that this 

assumption is feasible for Web-based streaming services. 

The idea of adaptation of an EDF-style scheduling 

algorithm was previously proposed for its use in flash 

storage [12, 13].  

In this research, a fixed length of time is selected as a 

period unit and the disk bandwidth assumption of each 

video stream is decided based on the period unit. Then, a 

served stream issues periodically its data requests in 

proportion to its bandwidth consumption. The period of 

that stream is equivalent with a certain multiple length of 

the period unit. Since flash memory can support very 

uniform read times against varying scheduling orders of a 

given set of I/O requests, the EDF scheduling algorithm is 
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possible in the case of flash storage. This is different from 

HDD storage that has varying read times of a given set of 

I/O requests according to their scheduling orders. The RR-

EDF algorithm for flash storage uses a rate of disk 

bandwidth for serving video’s requests and allocates the 

rest of disk bandwidth to non-video requests. The 

reservation rate can be easily computed by adding the 

amounts of disk bandwidth consumed by all served 

streams [5, 6]. By assigning the rest free disk bandwidth to 

non-video requests, the RR-EDF algorithm can diminish 

the average response time of those requests.  

Assume that a RR-EDF scheduler has allocated a given 

rate of disk bandwidth in a period unit for video streams. If 

there is no non-video request at this time, the remaining 

free disk bandwidth will be wasted [12, 14]. Of course, the 

remaining bandwidth can be used for serving request from 

any video streams. However, the earlier service of the 

video requests cannot enhance the system performance 

without any technique that can be calculated the effect of 

the earlier services in the view of long-term scheduling 

scenarios.  

In this light, we propose a technique that can assess the 

effect of earlier services of video data in a long viewpoint. 

From this, the proposed technique can reserve a greater 

rate of disk bandwidth that is given to non-video data.  For 

this, we use two kinds of data structures that bookkeeps 

workload bandwidth and additional free bandwidth. The 

additional free bandwidth is obtained from the extra 

reading of video data, which is called by more-than-

reservation reading. The more-than-reservation reading is 

for serving data requests with deadlines. The two 

information are based on an extension algorithm of the 

RR-EDF algorithm. To utilize those two data structures, 

we use a fixed maximum length on scheduling periods of 

video streams. From this, we can improve the actual I/O 

performance of flash storage established for Web-based 

streaming services.  

The organization of this paper is as follows. In Section II, 

we give some preliminary knowledge about HDD 

scheduling algorithms and their major issues. In Section 

III, we propose a way used for evaluating slack times 

obtainable from earlier services of video’s data requests, 

thereby improving performance of flash storage. Lastly, we 

conclude this paper in Section IV. 

II. BACKGROUND 

In this section, we address the basic idea about the well-

known rate-reservation (RR) EDF algorithm. Originally, 

the RR-EDF algorithm was devised for scheduling real-

time tasks that consume a fixed amount of CPU times in a 

periodic fashion [5, 13, 15]. By adopting the RR-EDF 

algorithm, [10] proposed a scheme that can efficiently 

handle a mixture of video and non-video requests in flash 

storage. In that research, a fixed length of a scheduling 

time is chosen as a period unit. Then, the number of data 

pages retrievable within the period unit is computed by 

considering I/O specifications of a target flash storage. If 

that number of retrievable pages is N and the size of the 

period unit is T, then the disk bandwidth is given with 

       , where   is the size of a data page.   

When admitting a video stream Si requiring bandwidth 

consumption of   , the RR-EDF scheduler chooses two 

integers    and    such that      )/(      )      . To 

minimize wastes caused by bandwidth fragmentations,     

and    need to be selected so as to get the smallest 

bandwidth gap, i.e.,      )/(      )      . For the set of 

admitted streams    (1   i   k), the reservation rate U is 

computed as ∑             
   , and it is managed to be 

always below 1. For each period unit, the RR-EDF 

scheduler reads      number of data pages requested by 

admitted video streams according to the EDF policy. From 

the schedulability of rate-reservation EDF algorithm, it is 

proven that an RR-EDF scheduler guarantees deadlines of 

data requests all the time. Since the remaining bandwidth 

of          is free, the free bandwidth can be assigned 

for the service of non-video data requests during each 

period unit. Here, N is the number of pages that can be 

retrieved in a period unit 

To see the RR-EDF algorithm in detail, we present a 

schedule that is likely to be made for servicing streams    , 
  , and    . We assume that    ,   , and    equivalently 

consumes 3 pages for 1, 2, and 3 period units, respectively. 

In other words,    consumes bandwidth of            
   in size. According to the definition of the RR-EDF 

algorithm, the reservation rate of bandwidth is computed as  
    

   
   

    

    
  

    

    
. If we have flash storage with N = 8, 

then the reservation rate is computed as 33/48, 

approximately, 0.69.  

Figure 1 depicts a scheduling scenario, where data requests 

from streams    ,   , and     have been served according to 

the RR-EDF algorithm. In the figure, the rectangle labeled 

with Si represents the page read for Si, and the top half of 

that figure shows how the video streams issue their data 

request for playback. In the figure, the scheduling periods 

of    ,   , and     are one, two, and three period units, 

respectively. Since        is six in the case of Figure 1, 

up to six pages are retrieved in a period unit. The deadlines 

of requests coincide with the time points of next issues of 

requests from video streams. 
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 Figure 1. A Scenario for three video streams using an RR-EDF 

algorithm. 

III. PROPOSED SCHEME 

A. Basic Ideas 

In Figure1, we gave an example of possible I/O schedules 
that are made by an RR-EDF scheduler. Since the 
maximum bandwidth of assumed flash storage is that for 
reading eight pages in a period unit, free bandwidth is the 
size of reading two pages of non-video data requests in a 
period unit. If free bandwidth is used for servicing more 
data requests than an expected number of requests, then 
earlier services of video’s data requests yield larger free 
bandwidth for period units in the future.  

For instance, if we read two pages for stream     
additionally in period unit 1, then we obtain additional free 
bandwidth in period units of 2 and 3. Note that the 
deadlines of data requests from S3 are the same as the end 
of period unit 3. Through the earlier service of scheduled 
data requests, in other words, the RR-EDF scheduler can 
get additional free bandwidth used for reading data requests 
of non-video requests. From this, our RR-EDF scheduler 
can generate very effective real-time schedules for data 
requests from video streams.  

To implement such an RR-EDF scheduler supporting a 
capability of more-than-reservation reading of videos’ data 
requests, we need to devise a way for calculating the 
amounts of free bandwidth that varies over future’s period 
units. For that calculation, we employ the concept of 
exchangeability of scheduling. When we have two data 
requests    and     with the same deadline, it is the case that 
these two requests are exchangeable in scheduling order. 
Therefore, we can freely select a scheduling order between 

    →     and    →    .  

Based on the before-mentioned scheduling exchangeability, 
we can trace amounts of free bandwidth available in period 
units. For this, we select an integer parameter, i.e., 
max_period, and compute the bandwidth required by served 
video streams until that maximum period. If we pick the 
value of parameter max_period as 10, then we compute 
bandwidth requirements for 10 period units and enforce 
every video stream to have its period length that is not 
greater than the length of 10 period units. For instance, the 
bandwidth required is computed as follows for the 
scheduling parameters, N = 8, U = 0.8, and max_period = 
10.  

   (   = 8,               = 8,     = 8,     = 8,     = 
8,      = 8,     = 8,      = 8).  

In the notation above, we get the bandwidth requirement by 

computing       at the time of i-th period unit. If a new 

video stream is admitted in the i-th period unit and 

increases U by 0.1, then our scheduler becomes to get the 

data structure follows as: 

      (   = 9,               = 9,     = 9,     = 9,     
= 9,      = 9,     = 9,      = 9). 

This data structure is used for saving varying additional free 
bandwidth. This extra bandwidth can be used for reading 
more data in a faster time.  

B. Proposed Algorithm 

In this research, we consider the modern SSD whose H/W 

specification is shown in Table 1. The storage unit of that 

SSD storage is implemented as MLC (Multi-Level Cell) 

transistor, and the storage capacity is 500 GB. 

 
Table 1. H/W Specs. of Samsung 970 Evo SSD. 

Parameters Data in detail 

Storage Capacity 500GB 

Cell Type V-NAND 3-bit MLC 

Interfaces Used PCIe Gen 3.0 x4, NVMe 1.3 

Size of a Page 4KB 

Random Read Speed Up to 15K IOPS. 

Random Write Speed Up to 50K IOPS 

 

The proposed scheme is used for computing free bandwidth 
in a dynamic manner. For this, it is required to compute the 
extra free bandwidth that is obtainable from more-than-
reservation reading of video data. We denote the numbers 
of data requests that have been processed from more-than-
reservation reading by the term of    (   ,         
       ). Here, the notation of    denotes the extra free 

bandwidth that was gained by serving a data request with a 
deadline of the end point of i-th period unit.   

In other words, if    of       is equal to k, then it is the 
case that the RR-EDF scheduler has read k number of pages 
with the same deadline as the end point of (n+i)-th period 
unit. By dynamically managing the two data structures of 
   and    (), the RR-EDF scheduler can execute very 
flexible scheduling tasks, thereby improving the 
performance of flash storage used for servicing video 
streams in an online mode.   

In Figure 2, we present the algorithm used for dynamically 
calculating free bandwidth, which is gained because of 
more-than-reservation reads. The algorithm is used for 
making a schedule that is executed during j-th period unit.  

In the algorithm, we dynamically manage data structures of 
     and      , which are used for bookkeeping 
bandwidth workloads and free bandwidth caused by earlier 
reading of video’s data requests. The requests to be served 
are put to request set      and the set save a mixture of 

video data and non-video data. If some requests are served 

S1, S2, S3 S1, S3 S1, S2, S3

Time

S1 S1, S2 S1S1, S2 S1
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using more-than-reservation bandwidth, then the values of  
      are properly adjusted. 

Figure 2. Algorithm for calculating free bandwith gainable from the RR-

EDF scheduling sheme. 

IV. CONCLUSIONS 

In this paper, we have proposed a way used for calculating 

free I/O times, while processing I/O requests according to 

the EDF algorithm. In nature, the EDF algorithm is not 

suitable for HDD storage because of seek times and 

rotational delay. However, the RR-EDF algorithm may be 

possible for processing I/O requests in SSD storage. To use 

the SSD storage for servicing video streams, the Rate-

Reservation EDF algorithm can be employed. In the 

original Rate-Reservation EDF algorithm, it has no 

mechanism that can calculate varying slack times by 

considering earlier-than-reservation service of data 

requests from videos. Since varying free time cannot be 

computed in ease, there was no way for utilizing free 

bandwidth for storage performance. To solve this, we 

proposed a new way for evaluating free bandwidth that can 

be obtained by earlier-than-reservation reading. For this, 

we use two data structures that can keep records of 

workloads and free bandwidth over period units. From this, 

the proposed scheme can improve the performance of flash 

storage serving on-line video streams.   
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Algorithm Calc_Free_Bandwidth 

1. Let   be the set of admitted video streams, and let U be the 

reservation rate of   ; 
2. Let    be the set of non-video requests; 

3.      ← ; // initialization of a request set 

4. if there is a new stream that has been admitted in period unit j then 

5. Update   (  ,   ,   , …, max_p); // update of workloads 

6. endif. 
7. Let the value of    of      be k; 

8. Put k requests with the deadline equal to the end of period unit j 

into     ; 

9. if  |     | < N then 

10. Get up to ( |     |   N) number of non-video requests from   , 

and put them into     ; 

11. if  |     | < N then 

12. Select up to (|     |   N +       ) number of video data 

requests according to the EDF policy, and put them into S; 
13. Put the requests in set S into     ; 

14. Adjust       by considering according to the requests in     ; 

15. endif 

16. Read the requests in      according to their deadline urgency; 


