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Abstract— Handwritten character recognition is a subject of importance in these days. Artificial Neural Networks (ANNs) are 

very much in demand in order to accomplish the task and that is why mass research is also going on in this field. This paper is an 

approach to identify handwritten characters by observing the gradient of the pixel densities at different segments of the 

handwritten characters. Different segments of the characters are observed carefully with the help of generated computer programs 

and rigorous experiments. It is found that the pixel densities at various segments of the character image matrix of different 

alphabets vary. The gradient of the pixel densities in these segments are used to form unique codes for different alphabets, which 

are found standard for different variations of same alphabet. Generation of unique codes actually extracts out common features of 

a particular alphabet written by one or more individuals at different instants of time. The unique codes formed for different 

alphabets are used to recognize different test alphabets. The method developed in this paper is a feature extraction technique 

which uses self organizing neural network, where supervised learning is not required.  
Keywords—Artificial Neural Networks; Pixel Density Gradient; Segments; Handwritten Character  

I.  INTRODUCTION 

Handwritten character recognition using neural networks is 

very interesting and challenging task for many researchers. 

Handwriting character identification is not an easy task as 

different individuals have different handwriting styles and a 

single individual never repeats identical patterns. So, it is not 

worth to go for the pattern matching approach to identify 

characters. Many techniques have already been developed in 

this field [1], [4], [5], [6], [7]. Extracting out common 

features from varying patterns is a good approach. Feature 

extraction techniques are used to recognize handwritten 

characters, where generalization is done by using Multi scale 

Training Technique (MST) [1], [2], [3].  Feature extraction 

technique is also found good for identifying characters 

written in different non English scripts like Devnagri script, 

where common features like intersection, shadow, chain code 

histogram and straight line fitting are analyzed [4]. ‘Twelve 

Directional’ Method is a feature extraction method, which 

depends upon the gradients of the pixels, representing the 

character in the image matrix, where the features of the 

characters are directions of the pixels w.r.t. neighbouring 

pixels [5]. Row-wise Segmentation Technique (RST) [6] is a 

feature extraction method where the two dimensional image 

matrix of the character is segmented into rows to analyze the 

common features of same characters written in different 

handwriting styles among the corresponding rows. Column-

wise Segmentation of Image Matrix (CSIM) [7] is a feature 

extraction method where the two dimensional image matrix 

of the character is segmented into columns to analyze the 

common features of same characters written in different 

handwriting styles among the corresponding columns. 

Methods used to extract the features can be appended to the 

already developed ANNs like ‘Perceptron Learning Method’ 

in order to achieve better convergence while training [8], [9], 

[10], [11]. 

 

In this paper, an attempt has been made to map infinite 

pattern variations of a particular character into an unique 

pattern and hence identification of the character through a 

net called PDG net, capable of finding variation(gradient) of 

the pixel densities, present in the character, in its different 

segments. This Pixel Density Gradient (PDG) net is nothing 

but a self organized neural net which extracts out common 

features of a particular character written at different instants 

of time by generating unique codes for the alphabets. A 

combination of pixel densities of different segments of the 

characters is used to find out unique binary codes of 5 bits, 

which are ultimately decoded into 26 lines representing the 

26 uppercase English alphabets. The test alphabets will 

specify which output line of 26 lines, representing which 

alphabet. 

 

An overview of the paper is given as follows: Section 2 

describes the architecture of the PDG-net. Section 3, 

describes the overall methodology used in the PDG-net. 

Preparation of input pattern, identifying row and column 

segments to measure pixel density, formation of 5-bit binary codes for each character and testing the net are discussed in 

Section-3. Section 4 describes the result analysis. Section 5 
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describes the discussion and Section 6 describes the 

conclusion. 

 

II. ARCHITECTURE OF THE PDG-NET  

A self organized neural net is an unsupervised type of neural 

net where neural net tends to converge towards the desired 

results using fixed weights, [12].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.  1. Neural Network representing pixel density gradient method 

 

 

 

 
 

Fig.  2. Alphabets used to form clusters 
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In case of an unsupervised type of neural net supervised 

learning of the net is not required. This method shows a far 

better convergence than the earlier used methods. A PDG-

net, capable of identifying five characters, consists of three 

layers of neurons and two layers of fixed weights and one 

binary to decimal code converter, (Fig. 1). The neuron layers 

are represented by the vectors x, R_C and D_C. Vector x 

represents Neuron Layer-1, which is the first layer of the 

PDG-net and it consists of 6400 neurons, where the actual 

character is presented in the form of binary vector input. 

Row-wise segmentation of the input vector produces rows in 

the form as shown by the vector  [{x1, x2,….x80}, {x81, 

x82,….x160}, ……, {x6321, x6322, … x6400}] and Column-wise 

segmentation of the input vector produces columns in the 

form as shown by the vector [{x1, x81, …., x6321}, {x2, x82, 

…., x6322},…., {x80, x160, ….x6400}].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Vector R_C represents Neuron Layer-2 and it consists of 160 

neurons out of which first 80 neurons represent the row 

segments and next 80 neurons represent the column 

segments.  Vector D_C represents Neuron Layer-3 and it 

consists of only five neurons which represents the 5-bit 

unique code, where each neuron represents one bit of the 

code. 

 

Similarly, there are two fixed weight layers of PDG-net. 

Weight Layer-1 represented by vector v1 is present between 

the Neuron Layer-1 and Neuron Layer-2 and is always fixed 

to a value which is 1. Vector v1 consists of 12800 elements, 

out of which first 6400 weight elements represents weights on 

row segments and next 6400 weight elements represents 

weights on column segments. Weight Layer-2 represented by 

vector v2 is present between the Neuron Layer-2 and Neuron 

Layer-3 and is always fixed to a value which is 1. 
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Fig.  3. Forming codes from the row segments 
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III. METHODOLOGY  

A. Preparation of Input Pattern 

 

First five English alphabets are written on a piece of paper 

and scanned with the help of a high definition scanner. Each 

scanned alphabet is saved in bmp b/w format and resized 

into a matrix of size 80 x 80 as shown in Fig. 2. The image 

matrix is converted into a two dimensional binary matrix, 

where the presence of the image on any pixel is represented 

be a binary 1 and absence of the image on any pixel is 

represented by a 0.  

 

The two dimensional matrix is converted into a single 

dimensional input vector. The input vector is segmented 

row-wise first and then column-wise to form 80 rows and 80 

columns of size. Each row and column is mapped into a 

layer containing 160 neurons out of which 80 neurons 

represent 80 rows and another 80 neurons represent 80 

columns as shown in Neuron Layer-2 of Fig. 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

B. Code Generation Using Row Segments 

 

The binary character matrix of dimension 80 x 80 is 

segmented row-wise into 80 segments; each row segment 

consists of 80 neurons as shown in Fig. 3. There are three 

neuron layers. Neuron Layer-1 consists of 6400 neurons, 

which accepts the input character vector in row major form. 

Neuron Layer-2 consists of only 80 neurons, the activations 

of which are calculated as shown in Equation (1). 

 

Several equations in the article numbers 3.2, 3.3 and 3.4, 

have been formulated through rigorous experiments and the 

results obtained thereof. 

 

Rj = {1 if R_totj>= β else 0} (1) 

 

Rj is the activation of the neuron j, produced at Neuron 

Layer-2 and β is the threshold value which is set to 20. Rj 

Fig.  4. Forming codes from the column segments 
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calculates the density of dark pixels present in the row 

segments. β  is set to 20  because it is found that average 

pixel density is approximately equal to 20 in a particular row 

segment, if a line or curve is present in that segment. R_totj 

is the total number of the dark pixels produced at that 

particular row, as shown in (2). 

 

R_totj = ∑iv1* xi  , where i = 1 to 80 (2) 

 

Between Neuron Layer-1 and Neuron Layer-2 there is a 

Weight Layer-1 represented by vector v1 which is fixed to 1. 

xi is the i
th

 element of the Neuron Layer-1, which is the 

initial input pattern vector. Neuron Layer-3 consists of only 

3 neurons, the activations of which are calculated as shown 

below. 

 

DCk = {1 if DC_totK>= αr else 0}  (3) 

 

Here, DCk is the activation of the neuron k produced at 

Neuron Layer-3 and αr  is the threshold value. DCk calculates 

the k
th
 bit of the code in the row segments. αr  is set to 4 as the 

presence of dense dark pixels consisting of positive value in 

four or more consecutive rows show the presence of a line or 

curve in that region. DC_totk is the total number of rows with 

dense pixels present in a particular code segmentk as given 

below. 

 

DC_totk = ∑jv2* Rj   (4) 

 

Where j= 1 to m and m=30 if k=2 else 20 

 

Fig. 3 demonstrates the generation of first three bits of the 

pattern generated. Between Neuron Layer-2 and Neuron 

Layer-3, there is Weight Layer-2 represented by vector v2 

with all its elements fixed to 1. The value of m has been set 

to 20 or 30 depending on the variation of gradient of pixel 

appearance in different row segments or portions of a 

character. 

C. Code generation using column segments 

 

The binary character matrix of dimension 80 x 80 is 

segmented column-wise into 80 segments as shown in Fig. 4, 

where each segment consists of 80 neurons. There are three 

neuron layers in the above figure. Neuron Layer-1 consists 

of 6400 neurons, which accepts the input character in 

column major form.  Fig. 4 demonstrates the generation of 

last two bits of the pattern generated. Between Neuron 

Layer-1 and Neuron Layer-2 there is a Weight Layer-1 

represented by vector v1 which is fixed to 1. Neuron Layer-2 

consists of only 80 neurons, the activations of which are 

calculated as shown in (5). 

 

Cj = {1 if C_totj>= βc else 0} (5) 

 

Cj is the activation of the neuron j produced at Neuron Layer-

2 and βc is the column threshold value which is set to 20. Cj 

calculates the density of dark pixels present in the column 

segments. βc  is set to 20 because it was found that average 

pixel density is approximately equal to 20 in a particular 

column segment, if a line or curve is present in that segment. 

C_totj is the total density of the pixels produced at that 

particular column as shown in (6). 

 

C_totj = ∑iv1* xi  , where i =1 to 80  (6) 

 

Between Neuron Layer-2 and Neuron Layer-3 there is a 

Weight Layer-2 represented by vector v2 which is fixed to 1. 

Neuron Layer-3 consists of only 2 neurons, the activations of 

which may be calculated as shown in (7). 

  

DCk = {1 if DC_totK>= αc else 0}  (7) 

 

DCk is the activation of the neuron k produced at Neuron 

Layer-3 and αc is the threshold value which is set to 4. αc  is 

set to 4 because it shows the presence of dense dark pixels in 

four or more consecutive columns, which shows the presence 

of a line or curve there. DCk shows the k
th

 code bit of the 

column segemnts. DC_totk is the total number of columns 

with dense dark pixels present in a particular code segment as 

shown in (8) 

 

DC_totk = ∑jv2* Cj (8) 

 

Where, j = n to m, n=1and m=40 if k=1, n=41 and m=80 if 

k=2 

 

The bits obtained from the column segments of the 

characters forms the last two bits (i.e. 4
th
 and 5

th
) of the five 

bit binary code segment. 

 

The PDG-net produces unique binary codes for all the 

characters under consideration. The binary codes produced 

for each character is decoded by a 5-to-26 decoder, (Fig. 5). 

The output of the decoder indicates the identified alphabet as 

discussed earlier. 

 

D. Testing the net 

 

Initially, first five characters of English alphabet are used to 

test the net. Ten samples each of the characters are taken. The 

character samples taken from different individuals are 

presented to the PDG-net to test the performance of the net as 

shown in Fig. 6. For example, if the character sample ‘C’ is 

presented to the net, it generates an unique binary code, 

which is identical to the binary number generated by the 

character ‘C’, while unsupervised learning. Similarly the 

other alphabets are identified. 

 

IV. RESULT ANALYSIS 

 

‘Matlab’ software has been used to test the performance of 

the PDG-net. First five letters of English alphabet set are 

taken initially for testing. The response of the experiment 

shows excellent results.  
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Fig. 6.  Alphabet samples used to test the net 
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The different parameters of the PDG-net, under testing, are 

given as follows: 

 

Number of neuron layers in PDG-net = 3 

 

Number of weight layers in PDG-net = 2 

 

Number of neurons in Neuron Layer-1 = 6400 

 

Number of neurons in Neuron Layer-2 = 160 

 

Number of neurons in Neuron Layer-3 = 5 

 

Total Number of Neurons = 6565 

 

One 5-to-26 decoder 

 

Weight between Neuron Layer-1 & Neuron Layer-2 = 1 

 

Weight between Neuron Layer-2 & Neuron Layer-3 = 1 

 

Table 1, shows the results produced by the neural net when 

different sets of characters taken from different individuals. 

 

Table 1. Accuracy of the net 

 
S.No. Alphabets No. of 

Characters 

presented to 

the net 

No. of 

characters 

identified 

Percentage of 

identification 

1 A 10 10 100% 

2 B 10 10 100% 

3 C 10 9 90% 

4 D 10 9 90% 

5 E 10 10 100% 

Average 96% 

V. DISCUSSION 

The result shows that PDG-net training, allows very fast 

convergence. Accuracy of identifying the characters is also 

very good and far better than the previously tried methods. 

Number of samples taken from different individuals 

identified is much better than the previously designed single 

layered nets [6], [7]. To enhance the accuracy of the net 

some more layers of neurons may be embedded in the net, 

which may increase the overhead of maintaining more 

number of neurons and also make the net little more 

complex. The overall performance of the PDG-net in terms 

of accuracy of identifying the character samples, it is found 

that PDG-net is a better choice over other nets used for the 

purpose. Total Number of Extra Neurons, if compared with 

earlier formulated nets is 155 and improvement in accuracy 

is 20%. 

 

VI. CONCLUSION 

PDG-net is a better approach as compared to the previously 

tried methods of recognition. Emphasis is on the presence of 

variable densities of the pixels at different segments of the 

characters, which leads to the presence of some common 

features among same alphabets. The gradient in the density 

of the pixels for different alphabets lead to the formation of 

unique codes for different alphabets which can be further 

trained to produce correct outputs. Segmentation of the 

matrix for finding out unique codes produces common 

features in the patterns and helps to obtain an eagle’s eye in 

the identification of the pattern. This method has been tried 

for only five characters in the English alphabet set. The 

method can be refined in future to create a more generalized 

version. 
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