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Abstract-- There is ample amount of data present in the whole world. The data is generated from various sources like 

companies, organizations, social networking sites, image processing, world wide web, scientific and medical etc. People 

have less time to look at whole data. They attended towards the precious and interested information. Data mining is 

technique which is used to extract meaningful information from huge databases. Extracted information is visualized in 

the form of statics, graphs, and tables and videos etc. There are number of data mining techniques, asymmetric 

clustering is one of them. Asymmetric technique is type of unsupervised learning. In this, data sets which have 

similarity are placed in one cluster and others are in different clusters. From, number of years various asymmetric 

clustering techniques are introduced which work well with datasets. These techniques do not work well with the 

complex and strongly coupled data sets. To reduce processing time and improve accuracy neural networks are 

combined with asymmetric clustering algorithms. 
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I. INTRODUCTION 

The sheer amount of data is stored in the whole world, 

which is called big data. In 2001, it was assumed that about 

petabytes[1] of data is stored in the world and it is expected 

that it will be about zettabyte[1] in 2022. Mostly, data is 

generated by the social websites, market analysis medical 

field, web mining and image processing etc. This data is 

stored in large databases in the forms of tables, images and 

videos etc. called data warehouses. The process of extracting 

useful patterns or knowledge from data base is called data 

mining. The extracted information is visualized in the form 

of charts, graph and tables etc. Data mining is also known by 

another name called KDD (knowledge discovery from the 

database). In data mining, frequent item set is used to find 

relations between numerous numbers of fields in data 

mining. Association rules are used to discover the frequent 

data item sets. The concept of association rules is used in 

various fields like retail stores, market strategy and stock 

market etc.  

 

Figure 1: Data Mining Process [1-24] 

These days Informational technology is mounting and 

databases created by organizations and companies like 

telecommunications, banking, marketing, transportation, 

manufacturing, and social networking sites etc. are  

becoming huge day by day. Knowledge discovery process is 

used to store this data in databases and efficiently access the 

interested or useful data from databases [2].  
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Knowledge discovery consist of following steps: 

a) Data Cleaning: It is the step in which the process of 

detecting and removing of data which is not correct, 

irrelevant, containing missing values, duplicate values 

and noise that is dirty data from the database. 

b) Data Integration: It is the step in which data from 

different sources is collected in one source to provide 

unified view of data.  

c) Data Selection: It is the step in which data analysis is 

done in way that the selection of relevant data from 

databases. 

d) Data Transformation: It is the step in which the data 

which is selected is reformed to correct form  

performing various operations like summary, 

aggregations, generalizations and normalized 

operations. 

e) Data Mining: This is important technique in which 

intelligent operations are used to extract the useful 

pattern from the database. 

f) Pattern Evaluation: It is the step in which the required 

pattern are evaluated from the given database. 

g) Knowledge Representation: It is the step where whole 

process of output is visualized to user in the form of 

graphs, tables and graphs etc. 

A. Classification of Data Mining System: According to 

following categories data mining system is classified: 

 

a) According to Data source to be mined: Data mine 

system can be classified according to mined 

techniques used like spatial data, multimedia data 

,time-series data etc 

b) According to Data models: Data mine systems 

may use many models like relational model, object 

oriented model and transactional models. 

c) According to kind of Knowledge mined: Data mine 

system can be classified according to the type of 

knowledge is used like classification, prediction, 

cluster analysis and outlier analysis. 

d) According to utilized Mining technique: Data mine 

system can be classified according to techniques 

used for data mining techniques like decision tree, 

neural network etc. 

e) According to adapted applications: Data mine 

systems can be classified according to applications 

adapted like in finance, data mining system related 

to finance is used. 

B. Major issues in Data Mining: 

There are various data mining algorithms and techniques but 

there is enormous volume of data in world and there is 

continuous spike in the data, major issues that can be raised 

in data mining systems can be scalability and reliability of 

performance of data mining system [2].  

Various performance issues are: 

a) Effective, Efficient and Scalable data mining: in order to 

efficiently extract the useful knowledge from the large 

amount of databases, the technique of data mining 

which we are using should be effective, efficient and 

scalable, gives desired outputs in the desired time. 

b) Parallel, Distributed and Incremental mining 

algorithms: The volume of data present in the databases 

is very huge and to maintain the complexity of data, 

data mining techniques prompt to develop the parallel 

and distributed data mining algorithms. Data in these 

algorithms is stored in different partitions and processed 

parallel. The output which comes from these partitions 

is combined to provide desired results and this is quite 

tough job to mine data without any scratch. 

C. Clustering in Data Mining: 

Clustering means putting objects having similar properties 

into one group and objects having dissimilar properties into 

another [2]. For example, those object who have values 

above threshold values can be placed in one cluster and 

values below into another cluster .Clustering divide the large 

data set into groups or clusters according to similarity in 

properties. 

Clustering is an unsupervised learning technique as there are 

no classifiers and their labels .It is form of learning by 

observation. Cluster analysis can be used in the areas such as 

image processing, analysis of data, market research (buying 

patterns) etc. Using clustering we can do outlier [3] 

detection where outliers are values lying outside the cluster.  

 
Figure 2: Clusters and Outliers [2] 
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In the above figure the dots which are outside the clusters 

represent outliers and clusters of object with similar 

properties. 

II. PROBLEM FORMULATION 

Cluster analysis is being broadly used in several applications 

like basket analysis, e-commerce, image processing, 

scientific and medical field, data analysis, and World Wide 

Web etc. Today in business, stock market clustering can 

support marketers to determine interest’s vendors and 

customers based on their record of purchasing patterns and 

distinguish groups of their customers who are interested in 

goods. In medical science, cluster analysis can be used to 

derive new plant like testing new hybrid species or 

estimating the conditions in which they grow well and 

observing soil and water quality. Animal taxonomies, 

classify their genetic factors with similar functionality. In 

geology, expert can use clustering technique to recognize 

areas of similar interests, lands, similar, houses and 

infrastructure in a city or in country etc. Data clustering [4] 

technique is also useful in organizing data on the World 

Wide Web for interested knowledge or data. Clustering is an 

unsupervised classification technique that aims at generating 

collections of items, or clusters in that way that object with 

similar properties are grouped together in same cluster and 

objects with different cluster are quite distant. Mining 

arbitrary shaped clusters in large data sets is an open 

challenge in data mining. The number of solutions of these 

problems has been proposed with high time complexity. 

Computational cost can be saved by using some algorithms 

by shrinking a data set size to a smaller amount data 

examples and user defined  threshold ratios can affect the 

clustering performances. The CLASP(clustering algorithm 

for arbitrary shaped clusters) algorithm is an effective and 

efficient algorithm for mining arbitrary shaped clusters 

which automatically shrinks the size of a data set while 

effectively preserving the shape information of clusters in 

the data set with representative data examples. After this it 

changes the locations of these data examples to improve 

their intrinsic relationship and make the cluster structures 

more clear and distinct for clustering. At last, it does 

agglomerative clustering to find the cluster structures with 

the help of pk metric called mutual k-nearest neighbor-based 

similarity metric. In this work, the enhancement of the 

asymmetric clustering algorithms to increase the quality of 

cluster and improve the efficiency of algorithms. 

III. TECHNIQUE: BACKPROPAGATION 
The backpropagation algorithm accomplishes learning on a 

multilayer feed-forward neural network. This algorithm 

iteratively learns a set of weights for prediction of the class 

label of tuples. This multilayer feed-forward neural network 

consist three layers named as input layer, one or more 

hidden layers, and an output layer [5].  

 

 

Figure 3: Layers of neural network [5] 

A. Classification of Backpropagation:  

Backpropagation is a neural network learning algorithm [6]. 

A neural network consist a set of input/output units which 

are connected to each other where each connection has a 

weight associated with it. During the learning phase, the 

network learns by adjusting the weights so as that correct 

class label of the input tuples is predicted. As Neural 

network learning has connection between units it is also 

called as connectionist learning. Neural networks involve 

long training times so that it is more fit for applications 

where this is feasible. A data set of training tuples in 

Backpropagation learns by iteratively processing and also 

compares the network’s prediction for each tuple with the 

actual known target value. This target value may be the 

known class label of the training tuple or a continuous value. 

The weights are modified for each training tuple to minimize 

the mean squared error between the actual target value and 

the network’s prediction. These modifications are made in 

the backpropagation algorithm which is directed from the 

output layer, and then through each hidden layer down to the 

first hidden layer that is why it is named as backpropagation 

algorithm [5].  

B. Process: Initialize the weights:  

The weights in the network are initialized with the small 

random numbers ranging from-1.0 to 1.0, or -0.5 to 0.5. 

Each unit has a bias associated with it and initialized with 

the small random numbers similarly as that of weights. Each 

training tuple, X, is processed by following steps [6].  
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a) Propagate the inputs forward: 

First, the input layer of the network is fed by the training 

tuple and the inputs pass through the input units, unchanged. 

That is, as there is an input unit j, its output is equal to Oj. 

Next, the net input and output of each unit are computed in 

the hidden and output layers. In the hidden or output layers 

the net input to a unit is computed as a linear combination of 

its inputs. Each such unit has number of inputs to it and the 

outputs of the units connected to it in the previous layer. 

Each connection has a weight. To compute the net input to 

the unit, each input connected to the unit is multiplied by its 

corresponding weight, and then this is summed [6].  

Ij  = ∑           

Where  wij is the weight of the connection from unit in the 

previous layer to unit j 

Oi is the output of unit i from the previous layer  

Ɵj is the bias of the unit & it acts as a threshold in 

that it serves to vary the activity of the unit.  

Each unit in the hidden and output layers takes its net input 

and then applies an activation function to it. 

 
Figure 4: Internal view of Hidden Layer 

 

b) Backpropagate the error:  

To reflect the error of the network’s prediction the error is 

propagated backward by updating the weights and biases [6]. 

For a unit j in the output layer, the error Errj is computed by 

 Errj =Oj(1-Oj)(Tj-Oj)  

 

Where       Oj is the actual output of unit j 

Tj is the known target value of the given   training 

tuple.  

 

The error of a hidden layer unit j is  

Errj =Oj(1-Oj) Errkwjk 

 

Where wjk is the weight of the connection from unit j to a 

unit k in the next higher layer. 

Errk is the error of unit k.  

Weights are updated by the following equations, where Dwij 

is the change in weight wij. 

Δwij=(l)ErrjOi 

wij= wij+Δwij 

Biases are updated by the following equations below 

 

Δ𝞱j=(l)Errj 

𝞱j=𝞱j+Δ𝞱j 

 

 

IV. CONCLUSION 

To extract useful or interested information from large set of 

databases data mining techniques are used. KDD 

(knowledge discovery from databases) is data mining 

method to extract information from data warehouses. 

Association rule is method to place the frequent item sets 

together to do analysis like in basket analysis, retail stores 

and stock market etc. Asymmetric clustering is unsupervised 

technique of data mining. Clustering is technique in which 

huge datasets are divided into small datasets in this way that 

objects and items with having similar properties into one 

group and objects having dissimilar properties into another. 

There are number of algorithms that work well with simple 

datasets in the term of accuracy and performance but, when 

these algorithms has to work with mixed and tightly coupled 

different data sets their performance in the term of accuracy 

is decreased. Neural networks can be combined with these 

existing asymmetric algorithms to improve and accuracy and 

reduce escape time. 
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