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#### Abstract

Detection and correction of style errors in a language plays an important role in development of language related resources like Machine Translation, Grammar checking, Natural Language Interfaces etc. Style errors may include various types of errors like Missing sentence ender, Wrong sentence ender, Error due to missing comma, Repeated/duplicate word Error, error due to missing conjunction etc.. Though considerable work has been done in the area for English and related languages, but the Indian Language scenario presents a relatively more complex and uphill task. In this paper, author has presented an algorithm for detection of various style errors present in Punjabi language. Author tested his algorithm using three different kinds of data sets and it is observed that the algorithm performs better for wrong sentence ender and duplicate word type error as compare to missing conjunction type style error.
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## I. INTRODUCTION

Detection and correction of style error is important part of language proofing. These errors may generate incorrect interpretation of the sentence. As per (Naber, 2003) Style errors are results of using uncommon words and complicated sentence structures. This makes a text more difficult to understand, which is seldom desired. These cases are thus considered style errors. Unlike grammar errors, it heavily depends on the situation and text type which cases should be classified as a style error. Basically four types of errors are included in the style error type. These four types are: Missing sentence ender, Wrong sentence ender, Error due to missing comma, Repeated/duplicate word Error and error due to missing conjunction.

## A. Missing sentence ender:

This type of error occurs due to missing punctuation mark at the end of the sentence. Consider the following example:


Sometime, while writing a sentence, a word is typed twice. This results in unstructured sentence and it becomes difficult
to understand the meaning of the sentence. Consider the following example:

## Incorrect Sentence <br>  <br> duplicate word

Transliterated: (jadōṃ us dī jāg khullhī khullhī cōrī hō cukkī sī )

In the above sentence, צ్తૅस్గी (khullhī) is a duplicate word as it has been typed twice. One of these duplicate words should be removed from the sentence. The correct sentence should be:

|  | Correct Sentence |
| :---: | :---: |
|  |  |
|  | Transliterated: (jadōṃ us dī jāg khullhī cōrī hō cukkī sī ) |

## D. Error due to missing comma or conjunction

Compound sentences are composed of independent clauses separated by conjunctions. These conjunctions include some punctuation marks like comma (,) or they may be words belonging to coordinate conjunctions word class like भउे, उां etc. If this conjunction is missing in the sentence, then two clauses will merge into single clause and it becomes difficult to process the compound sentence. Consider the following example:

## Incorrect Sentence

Punjabi: तटें छ्रिम टी ताना पुॅस्डुी छेठी चे すुॅवी मी
Transliterated: (jadōṃ us dī jāg khullhī cōrī hō cukkī sī ) Translated: When she woke up the robbery had already happened.

In the above sentence, there are two clauses; one is adverb
 second is independent clause i.e. ठेठी चु प्रॅवी मी (cōrī hō cukkī $\mathrm{si})$. The two clauses should be separated by comma i.e. there should be comma (,) after the adverb clause "तटें छिम टी ता પ્દૅस్మी" (jadōṃ us dī jāg khullhī ). Therefore, this sentence has a missing punctuation mark. The correct sentence should be:

## Correct Sentence

Punjabi: नटें छु्रम टी नाठा दुّल्डु, चेठी चे चुॅवी मी
Transliterated: (jadōṃ us dī jāg khullhī, cōrī hō cukkī sī ) Translated: When she woke up, the robbery had already happened.

## II. WORK DONE RELATED TO ERROR DETECTION AND CORRECTION

Kukich[6] has discussed the various techniques for automatically detection and correction of misspellings and the various factors affecting the spelling errors patterns of words in English. Chaudhuri and Kundu [7]have done a detailed analysis on error pattern generated by Bangla text patterns and made a reversed word dictionary and phonetically similar word grouping based spellchecker for Bangla text. Church and Gale [8] have done a Probability scoring for spelling correction. Damerau [9] worked on a technique for computer detection and correction of spelling errors in English language. Morris and Cherry [10] devised an alternative technique for using trigram frequency statistics to detect errors. Pollock and Zamora [11] aimed at discovering probabilistic tendencies, such as which letters and position within a word are most frequently involved in errors, with the intent of devising a similarity key based technique. Yannakoudakis and Fawthrop [12-13] sought a general characterization of misspelling behavior. Wagner [14] was the first one to introduce the notion of applying dynamic programming techniques to the spelling correction problem to increase computational efficiency. A "reverse" minimum edit distance technique was used by Gorin [15] in the DEC-10 spelling corrector and by Durham et al. [16] in their command language corrector. Kernighan et al [17] and Church and Gale [18] also used a reverse technique to generate candidates for their probabilistic spelling corrector. This is the first time that a detailed error analysis for Punjabi is being carried out. For this purpose we have collected about 20000 misspelled words generated by typists, both novice and experienced as well as students learning Punjabi typing. We have done analysis of six main categories of errors. These errors are discussed in detail in following sections.

## III. ALGORITHM USED

Step1: Scan the sentence from left to right. If it contains auxiliary verb then it will be marked with the sentence ender.
Step2: If the sentence starts with the interrogative word, then sentence should end with the question mark.
Step3: If a sentence starts with exclamatory word then the sentence should end with the exclamatory mark.
Step4: If within a sentence, there are more than one auxiliary verbs, then there should be comma or conjunction after the first auxiliary verb.
Various types of grammatical mistakes in an independent clause are handled by researcher's system are listed in table 1. First column of the table represents the type number of the error, second column represents the name of the grammatical mistake and third column shows the example containing incorrect and correct sentences related with the corresponding error shown in second column.

Table 1: Various types of grammatical mistakes due to style error in an independent clause

| $\begin{aligned} & \text { Sr. } \\ & \text { No } \end{aligned}$ | Type of error | Example | Remarks |
| :---: | :---: | :---: | :---: |
| 1. | Missing sentence ender | भे ड टे मेटात दिच 氏िइग्री मரिजेगा గי्ल भेइटे गत <br> (khẹ̣̄ dē maidān vic khiḍārī sahiyōg nāl khēddē han) | The sentence ender is missing. |
| 2. | Wrong sentence ender | वी उुमीं भr्यटी यनुग्टी युठी वठ মप्टी đै।(kī tusīm āpṇī parhāī pūrī kar laī hai.) | It is interrogative sentence and should be ended with a question mark (?) |
| 3. | Error due to missing comma | पिर टेमउ गी वम्ढी गुंटा वै से टेमउं तिटी वप्री ठीम ठठीं, डिंत टैमउ वठमां हाल्टिभां टे गृंटे उठ, चाठ टेमउ मंबट् ठठीं। (ik dōsat hī kāphī hundā hai dō dōsatạ̣̄ jihī kōī rīs nahīṃ, tinn dōsat karmāp̣ vāliāṃ dē hundē han, cār dōsat sambhav nahīm .) | Comma is missing after the first independent clause i.e. ट्टिव टैमउ ठी वांदी गुंटा đै (ik dōsat hī kāphī hundā hai) |
| 4. | Repeated/duplicate word Error. |  लॅठ fिभिए। (uh sakūl sakūl jā kē parhan lagg piā.) | Word मव్=ल (sakūl) has been typed twice. |
| 5. | Error due to missing conjunction | मुंडे हे ठंटी धुप्यी यठ चट्रिभr विभभा।(muṇ̣ā nē rōṭī khādī ghar caliā giā.) | Conjunction is missing after the first independent clause i.e. भुरुेे ते ठेटी धा्यी (muṇ̣̄̄ nē rôtị khādī) |

## IV. RESULT AND DISCUSSION

For testing various types of style errors present in the Punjabi text, three types of test data have been designed. These are:

- Dummy test data with all possible errors incorporated manually.
- Real data from test/exam sheets of primary school students learning Punjabi as second language.
- The output of Hindi to Punjabi (H2P) machine translation system.


## A. Dummy test data:

This data has been developed manually by inducing the errors in the sentences. This dummy test data has been developed by incorporating each type of error in the sentences. For instance, for creating a dummy test data to detect noun adjective agreement error, sentences having disagreement in number, gender and case between noun and adjective have been created. Two sets have been created i.e. one, by
inducing single error per sentence and second, by inducing multiple errors per sentence. Table 2 shows total number of sentences with total number of words used for testing.

## B. Real Data:

In case of real data, incorrect sentences have been collected from workbooks of students who are learning Punjabi as second language. Then, these sentences have been categorized into different error types. Those sentences have also been included in the test data which do not contain any grammatical mistakes. These sentences have been used to identify the false alarm raised by the system.

## C. Hindi To Punjabi (H2p) Machine Translation System Output:

One of the applications of this style error checking system is to improve the performance of Hindi to Punjabi machine translation system by correcting its output. Therefore, the output of H2P machine translation system has been included in the test data. Again, this test data reveals the performance of our style error checking system. Like that of real data, this test data also contains grammatically correct sentences so that any false alarm raised by the system could be detected. Table 2 shows the detail of the number of sentences with number of words and table 3 shows amount of data taken for testing the system.

Table 2: Types of test data

| Test data type | Number of <br> sentences | Number of <br> words |
| :--- | :---: | :---: |
| Dummy test data | 5030 | 25309 |
| Real test data | 1000 | 6490 |
| H2P Machine translation <br> output | 2000 | 12430 |

Table 3.1: Dummy Data taken for testing the system

| Sr.No | Sub-category <br> of style error | No. of sentences <br> from dummy <br> test data | Corrected <br> by system | \%age <br> accuracy |
| :--- | :--- | :---: | :---: | :---: |
| 1 | Missing <br> comma | 85 | 83 | 97.6 |
| 2 | Missing <br> conjunction | 76 | 65 | 85.5 |
| 3 | Wrong <br> sentence ender | 150 | 148 | 98.6 |
| 4 | Duplicate word | 231 | 231 | 100 |

Table 3.2: Real Data taken for testing the system

| Sr. <br> No | Sub-category <br> of style error | No. of <br> sentences from <br> real data | Corrected by <br> system | \%age <br> Accuracy |
| :--- | :--- | :---: | :---: | :---: |
| 1 | Missing comma | 45 | 38 | 84.4 |
| 2 | Missing <br> conjunction | 34 | 23 | 67.6 |
| 3 | Wrong sentence <br> ender | 23 | 23 | 100 |
| 4 | Duplicate word | 12 | 12 | 100 |

Table 3.3: H2P Machine Translation Data taken for testing the system

| Sr. <br> No | Sub-category <br> of style error | No. of sentences <br> from Hindi to <br> Punjabi Machine <br> translation system | Corrected <br> by system | \%age <br> Accuracy |
| :--- | :--- | :---: | :---: | :---: |
| 1 | Missing <br> comma | 111 | 82 | 73.8 |
| 2 | Missing <br> conjunction | 57 | 62 | 72.9 |
| 3 | Wrong <br> sentence ender | 30 | 57 | 100 |
| 4 | Duplicate <br> word | 30 | 100 |  |

Table 3.1, 3.2, 3.3 shows the result obtained by the style error correction system. Results show that the system almost $100 \%$ accuracy in case of wrong sentence ender and duplicate word type style errors, but its performance decreases for missing comma and missing conjunction. This reduction in performance is due to the fact that in complex Punjabi sentences, there is no auxiliary verb between dependent and independent clauses and hence it becomes difficult for the computer system to identify the location to insert comma or conjunction. In future, work can be done on this.
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