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Abstract- A technique for expression invariant face recognition using topographic modelling approach for feature extraction and Inner Product Classifier for performing classification of the faces is proposed. The topographic analysis which treats the image as a 3D surface and labels each pixel by its terrain features is used as the base for feature extraction. Based on this concept, the Topographic Independent Component Analysis (TICA) has been used to obtain the independent components such that the dependence of two components is approximated by their proximity in the topographic representation. The components that are not close to each other in the topography are independent. TICA is an extension of Independent Component Analysis for which a model needs to be developed that represents the correlation of energies for components that are close in the topographic grid. This methodology was used to extract such features from the face that are independent in terms of topography and thus invariant to changes in expression to a large extent. The feature vectors thus generated were input to the Inner Product Classifier (IPC) which considers the errors between the training and the test image features bases on triangular or t-norms. Triangular norms highlight the errors and determine a margin between them. Inner product between the aggregated training features vector and t-norm of the error vectors should be the least for the test feature vectors so as to match with the training feature vectors. The training feature vectors with the least inner product or margin give the identity of the test feature vector. Application of an effective feature extraction technique based on topographically independent components, and its combination to a classifier that works on the principle of minimization of error between the features by emphasising a margin between them, yields an efficient design for an expression invariant face recognition system.
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I. INTRODUCTION

The area of face recognition has achieved only limited applicability in real world applications so far because it suffers from the variations in the face of a person owing to various factors like pose, illumination, expressions, emotions, ageing and facial distraction like spectacles, hair growth and makeup. Therefore the efficacy of such a system can be increased only by making it invariant to these changes. The existing procedures need to be improved further and new methods have to be developed to ensure the invariance of the system against pose, lighting conditions, expressions, emotions etc. Development of novice procedures which will aid in boosting the performance of face recognition with marked robustness is important so that the system can become practically usable for authentication purposes. It will also help in forming a foundation of the layout for unobtrusive access control systems for protecting the high security zones. Humans are known to have a remarkable capability of recognizing people accurately through their face. Therefore utilization of face as a biometric trait has lately become a very popular area of research. Face is one of the most unobtrusive biometric authentication modality that can be effectively used for recognition as well as surveillance. However it has been a major challenge in all these years to design a face recognition methodology nearly as efficient as that of human ability to precisely recognize individuals even in presence of the variations in the face due to aforementioned factors. These variations impact the appearance of face to a great extent which leads to many changes in the face image making it difficult for a face recognition system to correctly authenticate a person.

Changing expressions are known to create a lot of variations in the face which makes it very hard to recognize the faces accurately. Various models for face recognition have been proposed so far each with a different approach to make a system robust and efficient. The technique of constructing Eigen Faces, proposed by M.A.Turk & A.P.Pentland [1] [2] has been a founding methodology for robust face recognition. Extensive work has followed ever since to analyse the facial expressions and understand their impact on facial image [3].
Ekman and Rosenberg proposed the facial action coding system (FACS) [5] which captured the variations of face features under facial expressions from a single image frame. A total of forty six Action Units (AUs) were defined in this system, which comprised of twelve AUs for upper face, eighteen AUs for lower face and rest being the combination of different AUs. It related the expressions to the muscles contraction in face. Face recognition on the basis of the contribution of anatomical changes in muscles towards changes in facial expressions was thereafter studies extensively. Ang et al. [6] analysed the activities of the muscles of face to recognize the emotions. The emotions were captured from the facial muscles through electromyogram Sensors (EMG) signals. Takami et al. [7] proposed a method of using quasi-muscles to quantify the facial expressions. Pentland, Moghaddam and Starner [8] proposed a view based modular Eigen space approach for Face Recognition. I. Essa and A.P. Pentland designed a method of classifying facial expressions by analysing multiple image frames in a video sequence [9]. Zhang et al [10] proposed an approach to find features using Active Appearance Model (AAM). Vretos et al [11] also used Appearance based approach and SVM classifier with a classification accuracy of around 90%. Kuilenburg [12] used Delauny Triangulation for feature extraction and PCA based BPNN for classification. Kotsia and Pitas [13] used facial feature geometry for facial expression recognition. Jun et al [14] proposed a methodology for face expression recognition using wavelet energy distribution features and Neural Networks. More work has been done in this field using different approaches of machine learning [15] [16], however the efficiency and performance of such systems still needs to be ameliorated to a much larger extent so as to use an expression invariant face recognition system actively in biometric based access control.

This paper presents a method based on the topographic analysis which treats the image as a 3D surface and labels each pixel by its terrain features is used as the base for feature extraction. Based on this concept, the Topographic Independent Component Analysis (TICA) [19] has been used to obtain the independent components such that the dependence of two components is approximated by their proximity in the topographic representation. The components that are not close to each other in the topography are independent. TICA is an extension of Independent Component Analysis for which a model needs to be developed that represents the correlation of energies for components that are close in the topographic grid. This methodology was used to extract such features from the face that are independent in terms of topography and thus invariant to changes in expression to a large extent. We have used the Inner Product Classifier (IPC) [21] which is based on the errors between the training features and the test image features using triangular or t-norms. The feature vectors thus generated from TICA were input to the Inner Product Classifier. An aggregate of the two training features is taken and fused with their errors using Frank t-norm. A minimum of two errors can thus be obtained. The inner product between the aggregated training features vector and t-norm of the error vectors should be lowest for the test feature vectors so as to match with the training feature vectors. Thus the triangular norms aid in highlight the errors and demarcate a margin between them. The difference between the highest and the lowest inner products provides the largest margin. The training feature vectors with the lowest inner product signifying the margin decide the best match for the test feature vector. Using IPC classifier with topographically independent features based on TICA was found to yield higher success rate for expression invariant face recognition with lesser computational time and cost.

The rest of this paper is organized as follows: Section 2 provides a detailed description of the proposed methodology for robust expression invariant face recognition based on Topographic Independent Component Analysis and Inner Product Classifier. Experimental results have been elaborated in Section 3 followed by Section 4 which provides the conclusion. Section 5 elaborates on the possible future scope of the methodology in designing practically usable sturdy face recognition systems.

II. Methodology

A technique for expression invariant face recognition using topographic modelling approach for feature extraction and Inner Product Classifier for performing classification of the faces is proposed.

Feature Extraction using Topographic Independent Component Analysis

The topographic analysis [17] [18], which treats the image as a 3D surface and labels each pixel by its terrain features is used as the base for feature extraction. Extending this concept, the Topographic Independent Component Analysis (TICA) [19] has been used to obtain the independent components such that the dependence of two components is approximated by their proximity in the topographic representation. The components that are not close to each other in the topography are independent.

Correlation of Energies is used as a measure of dependency. We say that $s_i$ and $s_j$ are close in the topography if the below condition holds true for the covariance between the two components:

$$\text{Cov} (s_i^2, s_j^2) = E\{ s_i^2 s_j^2 \} - E\{ s_i^2 \} E\{ s_j^2 \} \neq 0 \quad (1)$$
TICA is an extension of Independent Component Analysis (ICA) proposed by Jutten and Herault [20]. ICA is a statistical model where the observed data is expressed as a linear transformation of the latent variables that are non-gaussian and mutually independent. It gives an arbitrarily chosen subset of independent components, corresponding to a local minimum of the objective function.

A classical version of the model can be expressed as:

\[ x = As \]  \hspace{1cm} (2)

where,

\[ x = (x_1, x_2, ..., x_n)^T \] is the vector of observed random variables,
\[ s = (s_1, s_2, ..., s_n)^T \] is the vector of the independent components,
\[ A \] is an unknown constant matrix, called the mixing matrix.

Using observations of \( x \), the matrix \( A \) and independent components need to be estimated.

For TICA, a model [19] needs to be developed that represents the correlation of energies for components that are close in the topographic grid. For the model described above, we need to define the joint density of \( s \) so that it expresses the topography.

First we define a neighbourhood function \( h(i, j) \), that expresses the proximity between the \( i^{th} \) and \( j^{th} \) components. This neighbourhood function is defined as a monotonically decreasing function of some distance measure.

\[ h(i, j) = \begin{cases} 
0, & \text{if } |i - j| \geq y \\
0, & \text{otherwise}
\end{cases} \]  \hspace{1cm} (3)

where, \( y \) is the neighbourhood width.

As per the principle of topography, the variances corresponding to proximal components should be positively correlated, and the variances of the components which are not close should be independent, at least approximately.

Therefore using the topographic relation \( h(i,j) \), the variances can be described as:

\[ \sigma_i = \phi \left( \sum_{k=1}^{n} h(i, k)u_k \right) \]  \hspace{1cm} (4)

Here \( \phi \) represents scalar non linearity and \( u_k \) are the higher order independent components that are used to generate the variances.

If \( z_i \) is a random variable having same distribution as \( s_i \), then \( s_i \) can be expressed as:

\[ s_i = \phi \left( \sum_{k=1}^{n} h(i, k)u_k \right)z_i \]  \hspace{1cm} (5)

Figure 1. Topographic Independent Component Analysis

The above methodology was used to extract such features from the face that are independent in terms of topography and thus invariant to changes in expression to a large extent. TICA was applied over the testing and the training data sets for feature extraction. The feature vectors thus generated were input to the Inner Product Classifier (IPC) as described in detail in the next sub-section.

2.2. Classification using Inner Product Classifier

The Inner Product Classifier (IPC) [21] is used to perform classification. The features determined from the training database are used to train the IP classifier. It basically works around the errors computed between the features from the training image set and the test image set. The feature error is based on the triangular norms or the t-norms such that an aggregate of the training set of features and their subsequent fusion of errors produces the classifying margin.

Triangular norm is a function which may be defined as follows:

\[ f: [0, 1] \times [0, 1] \rightarrow [0, 1] \]

Given two fuzzy variables \( x \) and \( y \), the t-norm fundamentally generalizes their logical conjunction over the interval \([0, 1]\). Here these fuzzy variables are nothing but the two comparable feature vectors.

The t-norm must conform to the properties of identity, commutativity, associativity and monotonicity as described below:

1. Condition of identity, where the number 1 acts as identity element,
   \[ f(x, 1) = x \]  \hspace{1cm} (6)

2. Condition of commutativity such that,
   \[ f(x, y) = f(y, x) \]  \hspace{1cm} (7)

3. Condition of associativity such that,
f(x, f(y, w)) = f(f(x, y), w)  \hspace{1cm} (8)

4. Condition of monotonicity:

f(x, y) ≤ f(w, z) if x ≤ w and y ≤ z  \hspace{1cm} (9)

The classifier design is founded upon the application of the above described t-norms in highlighting the errors for determining a margin between categories. One can calculate the minimum of two errors by the fusion of triangular norms.

The inner product computed between aggregated training feature vectors and the triangular norm of the error vectors has to be the least such that the test feature vectors would find its closest age group class.

Difference between the largest and the smallest inner products would produce the highest margin. The training feature vectors having smallest inner product denoting margin direct us towards the correct class of the test feature vector.

We may note that the errors being positive, the margin is also directed towards the positive side of the demarcating hyperplane.

Let T_M be the sample size of the training images per subject, where u = 1, 2,……, T_M and T_N be the total number of features for each one of such sample, where v = 1, 2,……, T_N.

We need to compute the error between the training and test feature vector samples which may be represented as:

F_r : the feature vectors for the training samples

F_s : the feature vectors for the test samples.

Error E_{uv} between the u^{th} training sample of each user and the test sample may be calculated as:

E_{uv}(v) = |F_r(u, v) - F_s(v)|  \hspace{1cm} (10)

This is followed by fusion of the errors of the u^{th} and the k^{th} training samples by Frank t-norm denoted by t_{Frank}.

\begin{equation}
    t_{Frank} = \log_p \left[ 1 + \frac{(p^a-1)(p^b-1)}{(p^{a+b}-1)} \right] \hspace{1cm} (11)
\end{equation}

such that p = 2.

The use of Frank t-norm for the classification based on texture for the problem at hand was observed to produce favourable results by significantly highlighting the errors for the eventual development of margin.

E_{uk}(v) = t_{Frank}(E_u(v), E_k(v)) \text{ for } u \neq k  \hspace{1cm} (12)

All the combinations of training sample errors have been taken into account for correctly estimating the minimum value of E_{uk}(v).

For u^{th} and the k^{th} training samples, the average feature value is computed as:

\begin{equation}
    X_{uk}(v) = \frac{F_r(uv) + F_r(kv)}{2} \hspace{1cm} (13)
\end{equation}

Post fusing, these error vectors represent the support vectors. The corresponding weight is depicted through the average feature vectors.

Collectively they contribute towards development of the demarcating hyperplane by means of their inner product.

Template Matching:
To find a match for a test subject in the database calls for determining the proximity of the test sample to various training samples with respect to the classifying hyperplane. Therefore the inner product of E_{uk}(v) and X_{uk}(v) needs to be computed.

The lowest inner product retrieved aids in finding the best match for the test samples based on the highest proximity of the same to the separating hyperplane.

Inner product for E_{uk}(v) and X_{uk}(v) may be calculated as:

\begin{equation}
    P_{uk}(a) = \sum_{v=1}^{N} E_{uk}(v)X_{uk}(v) = (E_{uk}, X_{uk}) \text{ for } u \neq k \hspace{1cm} (14)
\end{equation}

The minimum of P_{uk}(a) is the measure of identity associated with the subject ‘a’. It should be minimal so as to find the best match associated with the test sample.

III. EXPERIMENTAL RESULTS

Application of an effective feature extraction technique based on topographically independent components, and its combination to a classifier that works on the principle of minimization of error between the features by emphasising a margin between them, yields an efficient design for an expression invariant face recognition system.
The design was tested over open source data sets like JAFFE database [22] and Cohn Kanade database [23] to evaluate the performance of the proposed methodology. JAFFE database contains various face images of different subjects with varying expressions and emotions. The database contains 213 images of 7 facial expressions (6 basic facial expressions + 1 neutral) posed by 10 Japanese female models. Each image has been rated on 6 emotion adjectives by 60 Japanese subjects.

![Figure 2. Recognition Accuracy w.r.t number of samples per subject in training data set](image)

The proposed technique not only requires lesser training effort, but is also computationally much more efficient and reliable. The results hence produced support the utility of TICA and IPC for developing a robust expression invariant face recognition system.

**IV. CONCLUSIONS**

Using Inner Product Classifier with topographically independent features based on TICA produced higher success rate for expression invariant face recognition with lesser computational time and cost. The performance was remarkably stable even with varying size of the training data set.

The uniqueness of the said methodology lies in using such a technique for generating the feature vector which captures the features that are least susceptible to be altered by changing expressions and emotions. To add towards the efficacy of the system, the robust features so detected are fed to a unique classifier which is based on the principle of minimization of error between the features by emphasising a margin between them. The system thus developed was observed to yield reasonably high recognition accuracy for expression invariant face recognition.

**V. FUTURE SCOPE**

The design can be further improvised by considering correlated topographic analysis (CTA) technique and evaluate the system for any significant increase in the overall performance. CTA estimates non-Gaussian components and their ordering (topography) based on the assumption that components nearby on the topographic arrangement have both linear and energy correlations, while far-away components are statistically independent.

The area of face recognition also faces hurdles due to many other unavoidable changes in the face like illumination, pose, facial distractions, age etc. The proposed methodology may be evaluated for its applicability in alleviating the impact of such variations so that a single universally robust system can be developed which may then be used in practical dynamic environment as well.

**REFERENCES**


Author’s Profile

The author is a research scholar at the Department of Electrical Engineering, Indian Institute of Technology, Hauz Khas, Delhi.